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Preface

On behalf of the Program Committee, it is my pleasure to present the proceedings of the 5th GI International Conference on Detection of Intrusions and Malware, and Vulnerability Assessment (DIMVA).

Every year since 2004 DIMVA has brought together leading researchers and practitioners from academia, government and industry to present and discuss novel security research. DIMVA is organized by the Security–Intrusion Detection and Response (SIDAR) special interest group of the German Informatics Society (GI).

The DIMVA 2008 Program Committee received 42 submissions from 16 different countries, and from governmental, industrial and academic organizations. All the submissions were carefully reviewed by several members of the Program Committee and evaluated on the basis of scientific novelty, importance to the field and technical quality. The final selection took place at the Program Committee meeting held on March 28, 2008 at the IBM Zürich Research Laboratory in Switzerland. Thirteen full papers and one extended abstract were selected for presentation and publication in the conference proceedings.

The conference took place during July 10-11, 2008, in the France Télécom R&D/Orange Labs premises of Issy les Moulineaux, near Paris, France, with the program grouped into five sessions. Two keynote speeches were presented by Richard Bejtlich (Director of Incident Response, General Electric) and by Tal Garfinkel (VMware Inc./Stanford University). The conference program also included a rump session organized by Sven Dietrich of the Stevens Institute of Technology, in which recent research results, works in progress, and other topics of interest to the community were presented.

A successful conference is the result of the joint effort of many people. In particular, I would like to thank all the authors who submitted papers, whether accepted or not. I also thank the Program Committee members and additional reviewers for their hard work in evaluating the submissions. In addition, I want to thank the General Chair, Hervé Debar from France Télécom R&D, for handling the conference arrangements and website, Tadeusz Pietraszek from Google for publicizing the conference, and Ludovic Mé from Supélec for finding sponsor support. Finally, I would like to express our gratitude to Google and EADS for their financial sponsorship.
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Data Space Randomization*

Sandeep Bhatkar¹ and R. Sekar²

¹ Symantec Research Laboratories, Culver City, CA 90230, USA
² Stony Brook University, Stony Brook, NY 11794, USA

Abstract. Over the past several years, US-CERT advisories, as well as most critical updates from software vendors, have been due to memory corruption vulnerabilities such as buffer overflows, heap overflows, etc. Several techniques have been developed to defend against the exploitation of these vulnerabilities, with the most promising defenses being based on randomization. Two randomization techniques have been explored so far: address space randomization (ASR) that randomizes the location of objects in virtual memory, and instruction set randomization (ISR) that randomizes the representation of code. We explore a third form of randomization called data space randomization (DSR) that randomizes the representation of data stored in program memory. Unlike ISR, DSR is effective against non-control data attacks as well as code injection attacks. Unlike ASR, it can protect against corruption of non-pointer data as well as pointer-valued data. Moreover, DSR provides a much higher range of randomization (typically $2^{32}$ for 32-bit data) as compared to ASR. Other interesting aspects of DSR include (a) it does not share a weakness common to randomization-based defenses, namely, susceptibility to information leakage attacks, and (b) it is capable of detecting some exploits that are missed by full bounds-checking techniques, e.g., some of the overflows from one field of a structure to the next field. Our implementation results show that with appropriate design choices, DSR can achieve a performance overhead in the range of 5% to 30% for a range of programs.

Keywords: memory error, buffer overflow, address space randomization.

1 Introduction

Memory errors continue to be the principal culprit behind most security vulnerabilities. Most critical security updates from software vendors in the past several years have addressed memory corruption vulnerabilities in C and C++ programs. This factor has fueled a lot of research into defenses against exploitation of these vulnerabilities. Early research targeted specific exploit types such as stack-smashing, but attackers soon discovered alternative ways to exploit memory errors. Subsequently, randomization based defenses emerged as a more

* This research is supported in part by an ONR grant N000140710928 and an NSF grant CNS-0627687. This work was part of the first author's Ph.D. work completed at Stony Brook University.
systematic solution against these attacks. So far, two main forms of randomization defenses have been explored: address-space randomization (ASR) \[32\] that randomizes the locations of data and code objects in memory, and instruction set randomization (ISR) \[6,27\] that randomizes the representation of code.

Although ASR and ISR have been quite effective in blocking most memory exploits that have been used in the past, new types of exploits continue to emerge that can evade them. As defenses such as ASR begin to get deployed, attackers seek out vulnerabilities and exploits that go beyond them. One class of attacks that can evade coarse-grained ASR is based on corrupting non-control data \[13\]. In particular, buffer overflows that corrupt non-pointer data are not captured by coarse-grained ASR. Moreover, ASR implementations that are deployed today suffer from the problem of low entropy. This enables brute-force attacks that succeed relatively quickly — with about 128 attempts in the case of Windows Vista, and 32K attempts in the case of PaX \[32,35\]. Finally, ASR techniques are vulnerable to information leakage attacks that reveal pointer values in the victim program. This can happen due to a bug that sends the contents of an uninitialized buffer to an attacker — such data may contain pointer values that may have been previously stored in the buffer. We therefore develop an alternative approach for randomization, called data space randomization (DSR), that addresses these drawbacks of previous randomization-based techniques.

The basic idea behind DSR is to randomize the representation of different data objects. One way to modify data representation is to xor each data object in memory with a unique random mask (“encryption”), and to unmask it before its use (“decryption”). DSR can be implemented using a program transformation that modifies each assignment $x = v$ in the program into $x = m_x \oplus v$, where $m_x$ is a mask associated with the variable $x$. Similarly, an expression such as $x + y$ will have to be transformed into $(x \oplus m_x) + (y \oplus m_y)$.

To understand how DSR helps defeat memory corruption attacks, consider a buffer overflow attack involving an array variable $a$ that overwrites an adjacent variable $b$ with a value $v$. As a result of DSR, all values that are written into the variable $a$ will use a mask $m_a$, and hence the value stored in the memory location corresponding to $b$ would be $v \oplus m_a$. When $b$ is subsequently used, its value will be unmasked using $m_b$ and hence the result will be $(v \oplus m_a) \oplus m_b$, which is different from $v$ as long as we ensure $m_a \neq m_b$. By using different masks for different variables, we can ensure that even if the attacker manages to overwrite $b$, all she would have accomplished is to write a random value into it, rather than being able to write the intended value $v$.

Although inspired by PointGuard \[17\], which proposed masking of all pointer values with a random value, our DSR technique differs from it in many ways.

- First, PointGuard is focused on preventing pointer corruption attacks — otherwise known as absolute-address-dependent attacks. In contrast, the primary goal of DSR is to prevent relative address attacks, such as those caused by buffer overflows and integer overflows. Consequently, DSR is able to detect non-control data attacks that don’t involve pointer corruption, such as attacks that target file names, command names, userids, authentication data,
etc. Moreover, since pointer corruption attacks rely on a preceding buffer overflow, absolute-address-dependent attacks are also defeated by DSR.

- Second, DSR randomizes the representation of all types of data, as opposed to PointGuard which randomizes only pointer-typed data. (Indeed, as a result of optimizations, the representation of many pointer variables are left unchanged in DSR.) DSR uses different representations for different data objects in order to prevent buffer overflows on one object from corrupting a nearby object in a predictable way.

- Third, DSR corrects an important problem with PointGuard that can break legitimate C-programs in which pointer and non-pointer data are aliased. For instance, suppose that an integer-type variable is assigned a value of 0, and subsequently, the same location is accessed as a pointer-type. The zero value won’t be interpreted as a null value since PointGuard would xor it with a mask $m$, thus yielding a pointer value $m$. We note that such aliasing is relatively common due to (a) unions that contain pointer and non-pointer data, (b) use of functions such as `bzero` or `bcopy`, as well as assignments involving structs, and (c) type casts. DSR considers aliasing and hence does not suffer from this drawback.

- Finally, like other previous randomization based defenses, PointGuard is susceptible to information leakage attacks that leak the values of encrypted pointers to a remote attacker. Since a simple xor mask is used, leakage of masked data allows the attacker to compute the mask used by PointGuard. She can then mount a successful attack where the appropriate bytes within the attack payload have been masked using this mask. In contrast, DSR is able to discover all instances where masked data is being accessed, and unmask it before use. As a result, an information leakage attack will not reveal masked values.

As compared to ASR, DSR provides a much larger range of randomization. For instance, on 32-bit architectures, we can randomize integers and pointers over a range of $2^{32}$ values, which is much larger than the range possible with ASR. Moreover, DSR can, in many instances, address the weakness of even the fine-grained ASR techniques [10] concerning their inability to randomize relative distances between certain data items, e.g., between the fields of a struct. Since the C-language definition fixes the distance between struct fields, even bounds-checking techniques do not provide protection from overflows across the fields of a structure. In contrast, DSR has the ability to protect from such overflows as long as there is no aliasing between these fields\(^1\). (However, this feature is not currently supported due to our use of field-insensitive alias analysis in our implementation.)

\(^1\) Typically, aliasing of multiple fields is induced by low-level functions such as `bcopy` and `bzero`. DSR can use different masks for different fields of a struct object if the object is not involved in these operations. In some cases, it is possible to improve this further by incorporating the semantics of these block move operations into the DSR implementation.
A direct implementation of DSR concept can lead to nontrivial runtime overheads due to the need for masking/unmasking after every memory access, and due to the additional memory overheads for accessing mask data. To provide better performance, observe that the first step in memory corruption attacks involve a buffer overflow, i.e., an operation that starts with the base address of an object \( a \) in memory, but then accesses a different object \( b \) as a result of out-of-bounds subscript or invalid pointer arithmetic operation. Our implementation focuses on disrupting this step. Note that this is possible even without masking \( b \), as long as we ensure that \( a \) uses a non-zero mask. A static analysis can be used to identify overflow candidates, i.e., objects such as \( a \) that can serve as a base address in an address arithmetic computation that goes out-of-bounds. In its simplest form, this analysis would identify all arrays, structures containing arrays, and any other object whose address is explicitly taken in the code. This optimization provides significant benefits since most variables accessed in C-programs are simple local variables that can be determined to be non-overflow candidates.

One of the main limitations of the DSR approach is the need to use the same mask for overflow candidate objects that may be aliased. To mitigate the impact of this limitation, our implementation attempts to allocate different objects with the same mask in different memory regions that are separated by unmapped pages. This ensures that even when two objects are assigned the same mask, overflows from one of these objects to the other would be detected since it would cause a memory fault due to the protection memory page in between the objects. However, the number of overflow candidate objects with the same mask may become very large for heap-allocated objects, and hence this approach may not be appropriate for such objects. In those cases, our implementation essentially provides probabilistic protection against overflows involving such objects.

1.1 Paper Organization

In Section 2 we describe the transformations to introduce data space randomization. In Section 3 we describe a prototype implementation of our technique. In section 4 we evaluate performance overhead, and analyze the effectiveness of our technique against different attacks. Related work is covered in Section 5, followed by concluding remarks in Section 6.

2 Transformation Overview

Our transformation approach for DSR is based on a source-to-source transformation of C programs. The basic transformation is quite simple. For each data variable \( v \), we introduce another variable \( m_v \) which stores the mask value to be used for randomizing the data stored in \( v \) using an exclusive-or operation. The mask is a random number that can be generated at the beginning of program execution for static variables, and at the time of memory allocation for stack and heap variables. The size of \( m_v \) depends on the size of the data stored in \( v \). Ideally, we can store a fixed size (say, word length) random number in the mask.
variable, and depending on the size of the associated variable, we can generate bigger or smaller masks from the random number. However, for simplicity of notation, we will use mask variables having the same size as that of the variables being masked.

The variables appearing in expressions and statements are transformed as follows. Values assigned to variables are randomized. Thus, after every statement that assigns a value to a variable \( v \), we add the statement \( v = v \wedge m_v \) to randomize the value of the variable in the memory. Also, wherever a variable is used, its value is first derandomized. This is done by replacing \( v \) with \( v \wedge m_v \).

So far the transformations seem straightforward, but we have not yet considered a case in which variable data is accessed indirectly by dereferencing pointers, as in the following C-code snippet:

```c
int x, y, z, *ptr;
...
ptr = &x;
...
ptr = &y;
...
L1: z = *ptr;
```

In the above code, the expression \(*ptr\) is an alias for either \(x\) or \(y\). Since \(*ptr\) is used in the assignment statement at \(L1\), we need to unmask it before using its value in the assignment. Therefore, the line should be transformed as:

\[
z = m_z \wedge (m_{*ptr} \wedge *ptr),
\]

where \(m_z\) and \(m_{*ptr}\) are respectively masks of \(z\) and \(*ptr\). Unfortunately, statically we cannot determine the mask \(m_{*ptr}\) to be used for unmasking; it can be the mask of either variable \(x\) or \(y\).

One way to address this problem is to dynamically track the masks to be used for referent\(^2\) of all the pointers. This requires storing additional information (henceforth called metadata) about pointers. Similar information is maintained in some of the previous techniques that detect memory errors. In particular, they store metadata using different data structures such as splay tree\(^26\) and fat pointers\(^4,30\). These metadata storing techniques lead to either high performance overheads or code compatibility problems. For this reason, we chose to avoid dynamic tracking of masks.

Our solution to the above problem is based on using static analysis\(^3\). More specifically, we use the same mask for variables that can be pointed by a common

---

\(^2\) A referent of a pointer is an object that the pointer points to.

\(^3\) A static analysis typically assumes the absence of memory errors. Yet, in our work, we expect that memory errors will occur, and expect the technique to defend against them. In this regard, note that the effect of a memory error is to create additional aliases at runtime — for instance, if \(p\) was a pointer to an array \(a\), due to a buffer overflow, it may also end up pointing to an adjacent object \(b\). However, since the static analysis did not report this possible aliasing, we would have assigned different masks for \(a\) and \(b\). As a result, the buffer overflow would corrupt \(b\) with values that will appear “random,” when unmasked using \(m_b\).
pointer. Thus, when the pointer is dereferenced, we know the mask to be used for its referents statically. This scheme requires “points-to” information which can be obtained by using pointer analysis, further described in Section 2.1. In the above example, from the results of any conservative pointer analysis technique, we can conclude that both variables $x$ and $y$ can be pointed by the pointer variable $ptr$. Hence we can use the same mask for both $x$ and $y$, and this mask can be then used for unmasking $*ptr$, i.e., $m_x = m_y = m_{starptr}$. Mask assignment based on the results of pointer analysis is described in Section 2.2.

The principal weakness of the DSR approach arises due to potential aliasing. In particular, if two objects $a$ and $b$ can be aliased, then the same mask will be used for both, which means that overflows from $a$ to $b$ cannot be detected. To address this problem, we allocate objects that share the same mask in different memory regions that are separated by an unmapped memory page. In this case, a typical buffer overflow from $a$ to $b$ will attempt to modify data in this inaccessible page, which causes a memory fault. We will revisit this solution in the discussion of optimization later in this section.

### 2.1 Pointer Analysis

Ideally, we would like to associate a distinct mask with each variable. Unfortunately, the use of pointers in C language potentially forces the assignment of the same mask for different variables. As a result, variables are divided into different equivalence classes. All the variables in a class are assigned the same mask, and those belonging to different classes are assigned different masks. The number of the equivalence classes depends on the precision of pointer analysis. Intuitively, greater the precision, there will be more number of the equivalence classes.

A pointer analysis is, in general, computationally undecidable [33]. As a result, existing pointer analysis algorithms use approximations that provide varying degree of precision and efficiency. The worst-case time complexities of these algorithms range from linear to exponential. We need to consider the time complexity for the analysis to be efficient and scalable. There are several factors that affect precision and efficiency of analysis. Such factors include flow-sensitivity, context-sensitivity, modeling of heap objects, modeling of aggregate objects, and representation of alias information [24]. We need to consider these factors while choosing the analysis.

Algorithms involved in existing flow-sensitive analyses [25] are very expensive in terms of time complexity (high order polynomials). Context-sensitive approaches [21,39] have exponential time complexity in the worst case. We avoid these two types of analyses as they do not scale to large programs. Among the flow-insensitive and context-insensitive algorithms, Andersen’s algorithm [3] is considered to be the most precise algorithm. This algorithm has the worst case cubic time complexity, which is still high for it to be used on large programs. On the other hand, Steensgaard’s algorithm [37] has linear time complexity, but it gives less precise results. Interestingly, as we shall show in the next section, it turns out that the results of Andersen’s and Steensgaard’s analyses give us the
s2 = &s4;
s2 = &s5;
s3 = &s6;

foo(&s2);
foo(&s3);

void foo(int **s1)
{
  ...
}

Fig. 1. Figure (a) above shows a sample C program for which points-to graph is computed. Figures (b) and (c) show the points-to graphs computed by Andersen’s algorithm and Steensgaard’s algorithm respectively.

same equivalence classes of variable masks. Therefore, we implemented Steensgaard’s algorithm for our purpose.

Steensgaard’s algorithm performs flow-insensitive and context-insensitive inter-procedural points-to analysis that scales to large programs. It computes points-to set over named variables corresponding to local, global and heap objects. We use single logical object to represent all heap objects that are allocated at the same program point. We perform field-insensitive analysis, i.e., we do not distinguish between different fields in the same structure or union. Our implementation is similar to the one described in [37].

2.2 Mask Assignment

Consider points-to graphs computed by Steensgaard’s and Andersen’s algorithms as shown in Figure 1. A points-to graph captures points-to information in the form of a directed graph, where nodes represent equivalence classes of symbols and edges represent pointer relationships. Points-to information computed by Andersen’s algorithm is more precise than that computed by Steensgaard’s algorithm. For instance, according to Steensgaard’s graph, s2 may point to s6. However, this relationship appears unlikely if we look at the program. Andersen’s graph does not capture this relationship, hence it is more precise. In Steensgaard’s analysis, two objects that are pointed by the same pointer are unioned into one node. This may lead to unioning of the points-to sets of formerly distinct objects. This kind of unioning makes the algorithm faster, but results in less precise output as shown in the above example.

Now let us see how we can use the points-to information to determine the equivalence classes of masks for the above example; we do this for Andersen’s graph. Objects s2 and s3 can be accessed using the pointer dereference *s1. This suggests that s2 and s3 should have the same mask, and therefore they belong to the same equivalence class. Similarly, pointer dereference **s1 can be used to access any of the objects pointed by s2 or s3. This implies that the objects
pointed by \texttt{s2} and \texttt{s3} should have the same mask, and hence objects \texttt{s4}, \texttt{s5} and \texttt{s6} should be merged into the same equivalence class. This merging is similar to the unioning operation in Steensgaard’s algorithm. Therefore, the equivalence classes of masks will be the same even in the case of Steensgaard’s graph. For the above example, the complete set of equivalence classes of masks is \{\{\texttt{s1}\}, \{\texttt{*s1, s2, s3}\}, \{\texttt{**s1, *s2, *s3, s4, s5, s6}\}\}. As Steensgaard’s and Andersen’s graphs are equivalent from the point of view of determining masks, we use Steensgaard’s algorithm for our purpose as it is more efficient than Andersen’s algorithm.

Now we formally define the procedure for determining masks using a Steensgaard’s points-to graph (refer Figure \ref{fig:points-to-graph}). In general, a points-to graph of a program consists of disconnected components. Hence we consider the procedure only for one component which can be similarly applied to all the graph components. For this, let us first look at the properties of a Steensgaard’s points-to graph. The unioning operation in Steensgaard’s algorithm enforces following properties in the points-to graph. A node in the graph has at most one outdegree and zero or more indegree. Owing to this, a connected component in the graph assumes a tree-like structure, where a node can have multiple children corresponding to the indegree edges, but at most one parent depending on the presence of an outdegree edge. However, this does not imply that the component is always a tree. There is a possibility that the root node of the tree-like structure may have an outward edge pointing to any of the nodes in the component, resulting in a cycle. Figure \ref{fig:points-to-graph} shows such an edge as a dashed line.

We assign a distinct mask to each node of the points-to graph. Note that a node may correspond to multiple variables. The mask of the node is thus used for masking all of its variables.

The mask of an object that is accessed using a pointer dereference is determined as follows. Let \texttt{ptr} be the pointer variable. First, the node \texttt{N} corresponding to the pointer variable is located in the points-to graph. For the object \texttt{*ptr}, its mask is the mask associated with the parent node \texttt{parent(N)}. Similarly, the mask of \texttt{**ptr} is the mask associated with \texttt{parent(parent(N))}, and so on. Since each node has at most one parent, we can uniquely determine the masks of objects accessed through pointer dereferences. Note that this procedure also works for dereferences of a non-pointer variable that stores an address because

\begin{figure}[h]
\centering
\includegraphics[width=0.3\textwidth]{points-to-graph.png}
\caption{A Steensgaard’s point-to graph}
\end{figure}
the points-to graph captures the points-to relation involved. The procedure for dereferences of pointer expressions involving pointer arithmetic is similar.

**Optimization**

Indiscriminate introduction of masking/unmasking operations can degrade performance. For instance, many programs make use of a large number of variables that hold integer (or floating-point) values. If we can avoid masking/unmasking for such variables, significant performance gains are possible. At the same time, we want to ensure that this optimization does not have a significant impact on security. We show how this can be achieved by masking only the overflow candidate objects.

There are two types of memory corruption attacks: absolute address-dependent attacks and relative address-dependent attacks. Absolute address-dependent attacks involve corruption of a pointer value. However, mechanisms used for corrupting a pointer value, such as buffer overflows, heap overflows and integer overflows, are in fact relative address-dependent. So if we can defeat relative address-dependent attacks, we get automatic protection for absolute address-dependent attacks. Relative address-dependent attacks involve overflows from overflow candidate objects, and we make these attacks difficult as described below.

All non-overflow candidate objects are allocated in one memory region and we separate memory for this region from the overflow candidate objects with an unmapped memory page. As a result, overflows from overflow candidate objects into non-overflow candidate objects become impossible.

Overflows from an overflow candidate object into another overflow candidate object is possible. To address this problem, first we mask all the overflow candidate objects. Second, we identify objects that may be aliased, and allocate them in disjoint areas of memory that are separated by an unmapped memory page. Now, any attempt to overflow from one of these objects to the other will cause a memory exception, since such a write must also write into the intervening unmapped page. The number of memory regions needed is equal to the number of different objects that use the same mask at runtime. This number can be statically estimated and is small for static data, and hence each such object can be allocated in a disjoint memory area. In typical programs, this number appears to be small for stack-allocated data, so we have been able to allocate such objects across a small number of disjoint stacks. (We call them buffer stacks.) Note that the strategy of removing overflow candidate objects from the main stack has some additional benefits: it removes the possibility of a stack-smashing attack — not only is the return address protected this way, but also other data such as

---

4 The details of this step are somewhat complicated by our choice of implementing this technique using a source-to-source transformation, as opposed to modifying a compiler. With this choice, we cannot control how the memory for objects is allocated. We therefore borrowed a technique from [10] which uses an extra level of indirection for accessing objects. Intuitively, this technique can be viewed as a means to control the layout of objects.
saved registers and temporaries. This is important since, as a source-to-source transformation, we cannot ensure that saved registers and temporaries use a mask. Since this data cannot be corrupted by buffer overflows, we mitigate this weakness. If the number of stack objects with the same mask is large, we can move the objects into the heap. Protection of these objects will then be the same as that of heap objects.

For the heap, however, the number of distinct objects with the same mask may be large, thereby making it difficult to allocate those objects from different memory regions. As a result, our approach is to use a fixed number of memory regions, and cycle the heap allocations through these regions as successive objects with the same masks are allocated. This approach increases the likelihood of successful buffer overflows across two heap blocks, but note that traditional heap overflows, which are based on corrupting metadata stored at the beginning (or end) of heap blocks will fail: an attempt to overwrite metadata value with $x$ will instead end up writing $x^m_h$, where $m_h$ denotes the mask associated with the heap block.

The technique of separating aliased objects with a guard page prevents the common form of buffer overflows, which involve writing a contiguous (or closely spaced) set of locations beyond the end of a buffer. However, there can be buffer overflows that allow an attacker to corrupt memory that is far from the base of the buffer. Such overflows are common in conjunction with integer overflows. The guard-page technique does not protect against this attack. We therefore rely on our relative-address randomization technique [10] as a second line of defense against such attacks.

The technique described so far contains a vulnerability that occurs due to reuse of storage for non-overflow candidate objects. For instance, such a vulnerability may arise in a program that uses an uninitialized pointer variable for which we do not assign any mask. Now, if an attacker can control the previous use of the memory corresponding to this pointer, she can potentially corrupt the pointer with a chosen value. We address this vulnerability by ensuring that all objects are initialized before use, which is any way necessary to prevent information leakage attacks. An information leakage attack targets randomization techniques by exploiting a vulnerability that leaks the random values. An uninitialized non-overflow candidate variable may hold a masked value of a previously used data, and if this value is leaked, it is possible for an attacker to derive the mask. The attacker can then target other variables that share the derived mask. Note that an overflow candidate object is not vulnerable to information leakage attacks because any attempt to read this object will cause the mask associated with the object to be applied. In other words, the attacker receives the plaintext data rather than the masked data.

3 Implementation

Our transformation approach is applicable to C programs. We use CIL [29] as the front end, and Objective Caml as the implementation language. We describe our implementation approach for a 32-bit x86 architecture and Linux operating system.
As a first step in the transformation of a program, we first perform pointer analysis in order to determine masks associated with different data. Our current implementation supports Steensgaard’s pointer analysis. One of the limitations of our current implementation is that it is based on whole program analysis and transformation. The whole program analysis approach requires a merged source file. The CIL toolkit provides an option to automatically generate such a merged file. Sometimes this kind of merging can fail due to type mismatch of variable declarations present in different files. Such cases can be handled by manual changes to the declarations. With some extra effort, our implementation can be extended to a separate file compilation-based transformation approach. Even with the current implementation approach, we have demonstrated its practicality by transforming several “real-world” programs without any manual changes.
In the second step, we generate the program’s points-to graph, from which we then compute the equivalence classes needed for assigning random masks to data variables. In the third step, we transform the code as per the transformations described in the previous section.

The example shown in Figure 4 illustrates the above transformation steps. In this example, variables p2 and pp1 correspond to non-overflow candidate objects, which are not required to be masked due to our optimization. On the other hand, variables intval, p1 and pp2 correspond to overflow candidate objects because their addresses are taken. So we mask these variables, and for this we respectively introduce variables mask1, mask2, and mask3 to store their masks. Each of these mask variables is initialized with a different random value using the macro \texttt{\_\_dsr\_maskassign} in the constructor function \texttt{\_\_dsr\_init()} that is automatically invoked before the start of the execution in \texttt{main()}. Recall from Section 2 that we need to allocate memory for overflow candidate objects in different memory regions. For this to be possible, we access overflow candidate objects with an extra level of indirection using pointers, e.g., a variable \texttt{v} is accessed using \texttt{(*v\_ptr)}, where \texttt{v\_ptr} is a pointer to \texttt{v}. In this example, we introduce pointers intval\_ptr, p1\_ptr, and pp2\_ptr to access intval, p1, and pp2 respectively. The memory for these overflow candidate objects is allocated in the initialization code present in \texttt{\_\_dsr\_init()}. Since the overflow candidate objects in this example do not share masks, we allocate their memory in the same region, in between two unmapped memory pages. As a result, overflows from overflow candidate objects cannot corrupt non-overflow candidate objects. Moreover, overflows among overflow candidate objects are detected because all of them use different masks.

The statements are transformed as follows. If an overflow candidate variable is assigned a value, the value is first masked and then stored in the memory; if it is used in an expression, its masked value is unmasked before its use.

Now we discuss a few issues concerning the basic implementation approach.

3.1 Handling Overflows within Structures

According to C language specifications, overflows within structures are not considered as memory errors. However, attackers can potentially exploit such overflows also. For instance, an overflow from an array field inside a structure corrupting adjacent fields in the same structure may lead to an exploitable vulnerability. Thus, it is desirable to have some protection from these overflows. Unfortunately, even bounds-checking detection techniques do not provide defense against these types of overflows. ASR too fails to address this problem due to the inherent limitation of not being able to randomize relative distances between fields of a structure because of language semantics. DSR can be used to provide some level of protection in this case. The basic idea is to use field-sensitive points-to analysis so that we can assign different masks to different fields of the same structure. However, our current implementation does not support field-sensitive points-to analysis. As a part of future enhancement, we plan to implement Steensgaard’s points-to analysis \cite{36} to handle field-sensitivity.
time complexity of this analysis, as reported in [36], is likely to be close to linear in the size of the program in practice. Hence, this enhancement would not affect the scalability of our approach. Moreover, it does not increase runtime performance overhead.

Library functions such as `memcpy`, `memset` and `bzero`, which operate on entire structures, need a special transformation. For instance, we cannot allow `bzero` to zero out all the fields of a structure. Instead it should assign each field a value corresponding to its mask. This would require computing points-to set for pointer arguments of these functions in a context-sensitive way (as if the functions are inlined at their invocation point). As a result, the pointer arguments would most likely point to specific type of data including structures and arrays. So if the data pointed by an argument is a structure, we would use corresponding masks for the individual fields of the structures using summarization functions.

### 3.2 Handling Variable Argument Functions

Variable argument functions need special handling. In effect, we treat them as if they take an array (with some maximum size limit) as a parameter. This effectively means that the same mask is assigned to all the parameters, and if some of these parameters happen to be pointers, then all their targets get assigned the same mask, and so on. However, the imprecision in resulting pointer analysis can be addressed by analyzing such functions in a context-sensitive manner. Our implementation currently does not support this.

### 3.3 Transformation of Libraries

A source-code based approach such as ours requires the source code for the program as well as the libraries, as all of them need the transformation.

A few extra steps are required for handling shared libraries. Using the steps described in Section 2, we would obtain points-to graphs for all the shared libraries and the main executable. Since these graphs could be partial, we need to compute the global points-to graph. This could potentially lead to merging of some equivalence classes of masks, which in turn can make an object in a shared library an alias of another object from the executable or other shared libraries. In such situation, mask values are needed to be shared across the executable and the libraries.

A natural way to implement the above steps is to enhance the functionality of the dynamic linker. For this, each binary object (an executable or a shared library) needs to maintain dynamic symbol information about the points-to graph, which is a general yet an important piece of information that could be useful to many program analysis and transformation techniques. In addition, the binary objects need storage for mask variables and also dynamic symbol information about them. Using this information, at link-time, the dynamic linker can compute the global points-to graph, and resolve the mask variables just like it resolves other dynamic symbols. Additionally, it needs to initialize the mask variables with random values.
At times, source code may not be available for some libraries. Such libraries cannot be directly used with our DSR technique. The standard approach for dealing with this problem is to rely on summarization functions that capture the effect of such external library functions.

Given the prototype nature of our implementation, we did not transform shared libraries, and instead used the approach of summarization functions. For the test programs used in our experiments, we needed to provide summarizations for 52 glibc functions. In addition, we do not mask external variables, (i.e., shared library variables) and any internal variable that gets aliased with an external variable, so as to make our technique work with untransformed libraries.

4 Evaluation

4.1 Functionality

We have implemented DSR technique as described in the previous section. The implementation is robust enough to handle several “real-world” programs shown in Figure 4. We verified that these programs worked correctly after the transformation. We also manually inspected the source code to ensure that the masking and unmasking operations were performed on data accesses, and that variables were grouped into regions guarded by unmapped pages as described earlier.

4.2 Runtime Overheads

Figure 4 shows the runtime overheads, when the original and the transformed programs were compiled using gcc-3.2.2 with optimization flag -O2, and run on a desktop running RedHat Linux 9.0 with 1.7 GHz Pentium IV processor and 512 MB RAM. Execution times were averaged over 10 runs.

<table>
<thead>
<tr>
<th>Program</th>
<th>Workload</th>
<th>% Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>patch-1.06</td>
<td>Apply a 2 MB patch-file on a 9 MB file</td>
<td>4</td>
</tr>
<tr>
<td>tar-1.13.25</td>
<td>Create a tar file of a directory of size 141 MB</td>
<td>5</td>
</tr>
<tr>
<td>grep-2.5.1</td>
<td>Search a pattern in files of combined size 108 MB</td>
<td>7</td>
</tr>
<tr>
<td>ctags-5.6</td>
<td>Generate a tag file for a 17511-line C source code</td>
<td>11</td>
</tr>
<tr>
<td>gzip-1.1.3</td>
<td>Compress a 12 MB file</td>
<td>24</td>
</tr>
<tr>
<td>bc-1.06</td>
<td>Find factorial of 600</td>
<td>27</td>
</tr>
<tr>
<td>bison-1.35</td>
<td>Parse C++ grammar file</td>
<td>28</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>15</td>
</tr>
</tbody>
</table>

Fig. 4. Runtime performance overhead introduced by transformations for DSR

For DSR transformations, the runtime overhead depends mainly on memory accesses that result in masking and unmasking operations. In I/O-intensive programs, such as tar and patch, most of the execution time is spent in I/O operations, and hence we see low overheads for such programs. On the other hand,
CPU-intensive programs are likely to spend substantial part of the execution time in performing memory accesses. That is why we observe higher overheads for CPU-intensive programs. The average overhead is around 15%, which is a bit higher than the overheads for ASR techniques. Nonetheless, DSR technique is still practical and provides a stronger level of protection.

4.3 Analysis of Effectiveness Against Different Attacks

Effectiveness can be evaluated experimentally or analytically. Experimental evaluation involves running a set of well-known exploits against vulnerable programs, and showing that our transformation stops these exploits. Instead, we have relied on an analytical evaluation for the following reasons. First, exploits are usually very fragile, and any small modification to the code, even if they are not designed for attack protection, will cause the exploit to fail. Clearly, with our implementation, which moves objects around, the attacks would fail even if we used a zero-valued mask in all cases. Modifying the exploit so that it works in this base case is quite time-consuming, so we did not attempt this. Instead, we rely on an analytical evaluation that argues why certain classes of existing exploitation techniques will fail against DSR; and estimate the success probability of other attacks.

**Stack buffer overflows.** Memory for all the overflow candidate local variables is allocated in a buffer stack or the heap. Typical buffer overflow attacks on the stack target the data on the main stack, such as the return address and the saved base pointer. These attacks will fail deterministically, since the buffer and the target are in different memory regions, with guard pages in between. Similarly, all attacks that attempt to corrupt non-aggregate local data, such as integer or floating-point valued local variables, saved registers, and temporaries will also fail.

Attacks that corrupt data stored in an overflow candidate variable by overflowing another overflow candidate variable is possible if they are both in the same memory region. However, such attacks have low probability of success ($2^{-32}$) because we ensure that objects with the same mask are allocated in different memory region. As mentioned before, in our implementation, we could do this without having to maintain a large number of buffer stacks. If this assumption did not hold for some programs, then we could resort to moving those overflow candidate variables to the heap, and falling back on the technique (and analysis of effectiveness) as overflows in the heap.

**Static buffer overflows.** Static overflow candidate objects are separated from static non-overflow candidate objects with inaccessible pages. So overflows in static memory cannot be used for corrupting non-overflow candidate static data.

Overflows from a static overflow candidate object into another overflow candidate object (not necessarily a static object) that is allocated in a different memory region are impossible due to the use of guard pages in between regions. However, overflows within the same static data region are possible. For such
overflows, since our implementation ensures that the masks for different variables within each region will be different, the probability of a successful data corruption attack is reduced to \(2^{-32}\). In our experiments, we needed less than 150 distinct memory regions in the static area.

**Heap overflows.** Heap overflows involve overwriting heap control data consisting of two pointer-values appearing at the end of the target heap block (or at the beginning of a subsequent block). This sort of overwrite is possible, but since our technique would be using a mask for the contents of the heap block (which, as pointed out earlier, is an overflow candidate data), whereas the heap-control related pointer values would be in cleartext. As a result, the corruption has only \(2^{-32}\) probability of succeeding.

Overflows from one heap block to the next are possible. If the two heap blocks are masked with different masks, then the attack success probability is \(2^{-32}\). However, heap objects tend be large in numbers, and moreover, possible aliasing may force us to assign the same mask to a large number of them. An important point to be noted in this case is that the number of different memory regions required for heap objects is a property of input to the program, rather than the program itself. Hence we use a probabilistic approach, and distribute heap objects randomly over a bounded number of different memory regions. Moreover, it should be noted that inter-heap-block overflows corrupt the heap control data in between, so the program may crash (due to the use of this corrupted data) before the corrupted data is used by the program. Nevertheless, it is clear that the success probability can be larger than \(2^{-32}\). In practice, this is hard because (a) heap allocations tend to be unpredictable as they are function of previous computations performed and inputs processed, (b) the control data will also be corrupted, and so it will likely be detected.

**Format string attacks.** Traditional format-string attacks make use the \%n directive to write the number of bytes printed so far, and require the attacker to be able to specify the location for this write. Note that the attacker has control only over the format string, which being an overflow candidate object does not reside on the main stack. The location for the write is going to be a parameter, which will reside on the main stack. Thus the attacker cannot control the target into which the write will be performed, thus defeating traditional format-string attacks.

Other ways of exploiting format string attacks may be possible. The attacker may use \%n to refer to a pointer value or an attacker-controlled integer value that is already on the stack. Also, the attacker can use other format specifiers such as \%x and \%d to print out the contents of the stack.

We point out that this weakness is shared with most existing defenses against memory error exploits. Nonetheless, the best way to deal with format-string attacks is to combine DSR with an efficient technique such as FormatGuard[16].

**Relative address attacks based on integer overflows.** Note that the base address used in any relative address attack must correspond to an overflow candidate variable. There is a small probability that the target location overwritten
by the attack will have been assigned the same mask as the one corresponding to the base address. It is hard to predict this probability independent of the program, as it is the same as the probability of possible aliasing between the base address and the target address of the attack. In any case, relative-address randomization of overflow candidate objects in DSR provides probabilistic protection against these attacks.

**Attacks Targeting DSR.** We discuss possible attacks targeted at DSR.

- **Information leakage attack.** Randomization based defenses are usually vulnerable to information leakage attacks that leak the random values. For instance, ASR is vulnerable to attack that leaks the values of pointers that are stored on the stack or the heap. Interestingly, DSR is not susceptible to this attack. This is because any attempt to read a pointer value will automatically cause the mask associated with the pointer to be applied, i.e., the result of the read will be in plaintext rather than being in encrypted form. Thus, information regarding the masks is not leaked.

- **Brute force and guessing attacks.** The probability calculations in the previous sections indicate the difficulty of these attacks.

- **Partial pointer overwrites.** These attacks involve corruption of the lower byte(s) of a pointer. Partial pointer overflows can decrease the attacker’s work because there are only 256 possibilities for the LS byte. But these vulnerabilities are difficult to find and exploit. Even when exploitable, the target usually must be on the stack. In our implementation, since the main stack does not contain overflow candidate variables, it becomes impossible to use buffer overflows to effect partial overflow attack on stack-resident data.

5 Related Work

**Runtime Guarding.** These techniques transform a program to prevent corruption of specific targets such as return addresses, function pointers, or other control data. Techniques such as StackGuard [18], RAD [15], StackShield [5], Libverify [5] and Libsafe [5], in one way or another, prevent undetected corruption of the return address on the stack. ProPolice [22] additionally guards against corruption of non-aggregate local data. FormatGuard [16] transforms source code to provide protection from format-string attacks.

As above techniques provide only an attack-specific protection, attackers find it very easy to discover other attack mechanisms for bypassing the protection.

**Runtime Enforcement of Static Analysis Results.** Static analysis based intrusion detection techniques such as [38] were based on using a static analysis to compute program control-flow, and enforcing this at runtime. However, since enforcement was performed only on system call invocations, control-flow hijack attacks were still possible. Control-flow integrity (CFI) [1] addressed this weakness by monitoring all control-flow transfers, and ensuring that they were to locations predicted by a static analysis. As a result, control-flow hijack attacks are detected, but the technique does not detect data corruption attacks.
Data-flow integrity [12] addresses this weakness by enforcing statically analyzed def-use relationships at runtime. However, it incurs much higher performance overheads than CFI as well as DSR.

Write-integrity testing (WIT) [2] proposes a faster way to perform runtime checking of validity of memory updates. Specifically, they use a static analysis to identify all memory locations that can be written by an instruction, and assign the same “color” to all these locations. This color is encoded into the program text as a constant. At runtime, a global array is used to record the color associated with each memory location. Before a memory write, WIT ensures that the color associated with the write instruction matches the color of the location that is written. Although developed independent of our work [8], the techniques behind WIT share some similarities with DSR. In particular, their color assignment algorithm is also based on alias analysis.

WIT reports lower overheads than DSR, but this is achieved by checking only the write operations. In contrast, DSR addresses reads as well as writes, and hence can address memory corruption attacks that may be based on out-of-bounds reads. In terms of strength of protection, DSR and WIT are comparable in the context of buffer overflows where the source and target objects are not aliased. If they are aliased, then WIT can still offer deterministic protection against typical buffer overflows that involve writing a contiguous (or closely spaced) set of locations beyond the end of a buffer. DSR can also provide deterministic protection in such cases, but its implementation technique for achieving this, namely, the use of unwritable memory pages, does not scale well for heap objects. However, WIT fails to provide any protection in the case of buffer overflows where the source and target objects are aliased and are far apart — this happens often in the case of integer overflows. In contrast, DSR offers probabilistic protection in this case due to its use of relative address randomization as a second line of defense.

Runtime Bounds and Pointer Checking. Several techniques have been developed that maintain, at runtime, metadata related to memory allocations and pointers [4, 26, 30, 33, 41, 20]. Pointer dereferences are then checked for validity against this metadata. While the techniques differ in terms of the range of memory errors that they are able to detect, they all cover a broad enough range to protect against most memory error exploits. As compared to the techniques described in previous paragraph, these techniques tend to be more precise since they rely on runtime techniques (rather than static analysis) for metadata-tracking. However, this also translates to significant additional overheads.

Randomization Techniques. Our DSR technique is an instance of the broader idea of introducing diversity in nonfunctional aspects of software, an idea first suggested by Forrest et al. [23]. The basic idea is that the diversified programs maintain the same functionality, but differ in their processing of erroneous inputs. As a result, different variants exhibit different behaviors when exposed to the same exploit. In the context of memory error vulnerabilities, several recent works have demonstrated the usefulness of introducing automated diversity in the low level implementation details, such as memory layout [32, 40, 28].
system calls [14], and instruction sets [27,6]. System call and instruction set randomization techniques only protect against injected code attacks, but not from return-to-libc (aka existing code) or data corruption attacks. On the other hand, the techniques which randomize memory layout, popularly known as address space randomization (ASR) techniques, provide protection against injected code as well as data corruption attacks. ASR techniques that only perform absolute address randomization [32,9] (AAR) don’t directly address buffer overflows, but are still able to defeat most attacks as they rely on pointer corruption. ASR techniques that augment AAR with relative address randomization (RAR) [10] are effective against all buffer overflows, including those not involving pointer corruption. DieHard [7] and DieFast [31] approaches provide randomization-based defense against memory corruption attacks involving heap objects.

Randomization techniques with relatively small range of randomization, e.g., PaX with its 16-bits of randomness in some memory regions, can be defeated relatively quickly using guessing attacks [35]. As mentioned earlier, they are also susceptible to information leakage attacks. Cox et al. [19] and Bruschi et al. [11] have shown how process replication can be used to address these deficiencies, and hence provide deterministic (rather than probabilistic) defense against certain classes of memory exploits. However, they come with a significant overhead due to the need to run two copies of the protected process. In contrast, DSR incurs only modest overheads to mitigate guessing attacks (using a much larger range of randomization) as well as information leakage attacks.

6 Conclusion

In this paper, we introduced a new randomization-based defense against memory error exploits. Unlike previous defenses such as instruction set randomization that was effective only against injected code attacks, our DSR technique can defend against emerging attacks that target security-critical data. Unlike address space randomization, which is primarily effective against pointer corruption attacks, DSR provides a high degree of protection from attacks that corrupt non-pointer data. Moreover, it is not vulnerable to information leakage attacks. Finally, it provides much higher entropy than existing ASR implementations, thus providing an effective defense from brute-force attacks.

We described the design and implementation of DSR in this paper. Our results show that the technique has relatively low overheads. In addition to reducing the likelihood of successful attacks to $2^{-32}$ in most cases, the technique also provides deterministic protection against attacks such as stack-smashing, and traditional format-string attacks. In future work, we expect to address some of the limitations of current prototype, such as the inability to address intra-field overflows.
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Abstract. This paper focuses on defense mechanisms for cross-site scripting attacks, the top threat on web applications today. It is believed that input validation (or filtering) can effectively prevent XSS attacks on the server side. In this paper, we discuss several recent real-world XSS attacks and analyze the reasons for the failure of filtering mechanisms in defending these attacks. We conclude that while filtering is useful as a first level of defense against XSS attacks, it is ineffective in preventing several instances of attack, especially when user input includes content-rich HTML. We then propose XSS-GUARD, a new framework that is designed to be a prevention mechanism against XSS attacks on the server side. XSS-GUARD works by dynamically learning the set of scripts that a web application intends to create for any HTML request. Our approach also includes a robust mechanism for identifying scripts at the server side and removes any script in the output that is not intended by the web application. We discuss extensive experimental results that demonstrate the resilience of XSS-GUARD in preventing a number of real-world XSS exploits.
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1 Introduction

The growth of JavaScript based client-side programming has given rise to several serious security problems related to web applications. The most notorious problem is cross site scripting (XSS), cited as the topmost threat, accounting for nearly 30% of the reported vulnerabilities in web applications today [6]. Web application worms such as Samy [21] spread through these attacks, affecting millions of users worldwide. More recently, XSS attacks have become vectors for a much broader class of attacks, and researchers suggest that they can be used to create a distributed botnet without the need for user involvement [5].

The problem of cross-site scripting results from JavaScript code that can be injected into a document through untrusted input. A typical scenario is the following code in a Java web application, that prints the supplied username on its output:

```java
out.println("<P> Hello "+uname+"! Welcome</P>");
```

Unfortunately, this code is vulnerable to XSS attacks, as the input can contain scripting commands: e.g., `<script>...stealCookie()...</script>`. When such injected code is executed in the client browser, it can result in stealing cookies, defacing...
the document or unauthorized submission of forms. We refer to such JavaScript code as unauthorized code, to distinguish it from code that was authorized, i.e., inserted into the HTTP response by the web application without being influenced by untrusted input.

Input validation is the most commonly employed defense against XSS attacks. In the code of the web application, untrusted input is processed by a filtering module that looks for scripting commands or meta-characters in untrusted input, and filters any such content before these inputs get processed by the web application. Filtering can be used to place constraints on input before they are processed by a web application (such as “zip codes contain exactly five characters from the set [0-9]”). From a practical standpoint, employing filters provides a first layer of defense against XSS attacks. However, there are many scenarios where filtering is difficult to get right, especially when dealing with arbitrary user input that could include content-rich HTML. In this case, every character in the HTML character set is legal, which implies that the filter cannot reject any individual character that may result in script content. Therefore, the filter has to identify sequences of characters that may result in script content. Furthermore, the filter has to “guess” how particular character sequences may appear to a browser. For instance, some browsers typically ignore the “/” character and read the string `<script/>` as a script tag, whereas this view may not be shared by a validation routine seeking to remove script tags.

Other approaches that defend applications against attacks on the server side, such as dynamic tainting, track the use of untrusted information by the application. They further ensure that this untrusted information passes through a filter routine before it is output by the web application. While they correctly track whether a filter routine is called before untrusted information is output, they do not reason about the correctness of employed filters, assuming the filtering is “done right”. (Some progress has been made in reasoning about the correctness of filters in recent works [13,11], but these works still do not address all the problems discussed in Section 2.)

In this paper, we present the results of a study that involved a large number of recent real-world XSS attacks, and discuss the reasons for the failure of filtering mechanisms used in the applications that were subject to these attacks. We present this study using a generic example of a web application in Section 2.

We then propose a new framework called XSS-Guard for detecting XSS attacks on the server side. XSS-Guard works by discovering intentions of the web application, and uses this in order to stave attacks. It rests mainly on two simple observations:

(a) web applications are written implicitly assuming benign inputs, and encode programmer intentions to achieve a certain HTML response on these inputs, and

(b) maliciously crafted inputs subvert the program into straying away from these intentions, leading to a HTML response that leads to XSS-attacks.

Since intentions are implicit, we propose to dynamically elicit these intentions from the web application during every run. In our approach, the main idea for discovering intentions is to generate a shadow response for every (real) HTTP response generated by the web application. The purpose behind generating the shadow response is to elicit the intended set of authorized scripts that correspond to the HTTP response. Whenever an HTTP response is generated by a web application, XSS-Guard identifies the set of scripts present in the (real) response. The process of identifying scripts in the real
response involves robust identification techniques involving real world browser code. XSS-GUARD then checks whether there is any script in this set that is not authorized (i.e., not intended) by the web application. This is accomplished by using the shadow response, which only contains scripts intended by the application. An unauthorized script is an instance of XSS attack, and XSS-GUARD removes it from the response and then sends the response to the client.

The key benefits of the XSS-GUARD approach are:

- **Deployment friendly.** Our approach does not require any significant level of human involvement in terms of code changes to be applied for XSS defense. It is based on a fully automated program transformation technique that removes the injected scripts.
- **Strong resilience.** Our approach is highly resilient to some very subtle scenarios that occur in XSS inputs, as illustrated by our comprehensive evaluation.
- **Acceptable overheads.** Our approach does not impose an undue burden on web application performance.

This paper is organized as follows: In Section 2, we discuss several real-world examples that challenge conventional filtering, especially in the context of legacy applications. Section 3 starts with the overall design of XSS-GUARD followed by the technical details behind our approach. Section 4 discusses a comprehensive evaluation of XSS-GUARD on several metrics including attack detection, resilience and performance. Section 5 analyzes contemporary XSS defenses and compares them with our approach. In Section 6 we conclude after a general discussion about future directions.

## 2 Challenges in Preventing XSS Attacks

We use an abstract example of a web application to discuss the challenges in preventing XSS attacks. (This example has been modeled based on several real-world attack scenarios.) Fig. 1 depicts an arbitrary run of this application. The application accepts a set of inputs \((I_1, I_2, \ldots, I_n)\). Each node in the graph of the application denotes a program location \(P_i\) where the web application generates HTML. Each output statement contributes to the HTTP response in sequence, which taken together, forms the web page that constitutes the HTTP response. For the sake of brevity, the figure does not depict other nodes in the web application that involve computation (these are abstracted along the edges).

Two views of the generated HTML response from each output location \(P_i\) are shown: one at the server side, based on the program locations where it was output from (on the left), and the view at the browser (on the client). The scripts identified by the browser are shown as \(S_1\) through \(S_4\).

**Filtering.** The web application in the Fig. 1 also includes filtering routines; the routine \(F\) shown after the application reads inputs is an input validation function. In addition, the routines \(f_1, f_2, \ldots, f_m\) shown in the figure are output sanitization functions; these look for script commands in outputs being generated by each output statement, and possibly sanitize them. In the rest of this section, using several examples, we argue that these routines are not adequate in preventing several well-known types of XSS attacks.
Browser view. As noted in the figure, the browser identifies the scripts and executes them. It is important to note that the scripts \( S_1 \) through \( S_4 \) identified at the browser are precisely those that will be executed when the page is viewed in the browser. The browser cannot distinguish between scripts that were crafted by malicious input or were intended by the web application in the response. Therefore, it simply executes all scripts, and this can result in XSS attacks. The web-application could communicate the set of intended scripts to a specially-equipped browser as suggested in BEEP \([17]\), but this approach has problems of scalability from the web application’s point of view; every client user needs to have a copy of this specialized browser that can understand this non-standard communication.

Output sanitization. Note that each of the filter functions \( f_i \) can HTML-encode all the output characters, so that the corresponding characters can be rendered by the browser. This can prevent all XSS attacks since all the characters will be escaped and interpreted literally by the browser. For instance, the string \(<script>\) will be encoded to \&lt;script\&gt;. However, this will disallow any HTML to be input by the user, and will break web applications such as wikis and blogs as they render user-supplied HTML.

2.1 Some XSS Attack Scenarios

Let us now consider in detail several scenarios outlined in the Fig. [1] We consider the HTTP response both from the web application’s and browser’s points of view.

1. Authorized Scripts. The web application may output content that did not depend on user input in any fashion, and a browser identifies the script content in this
output. This is the scenario depicted as script $S_1$ in Fig. 1. Since this behavior (script execution) was intended by the application, the browser can be allowed to execute $S_1$.

2. **Unauthorized scripts.** The web application may write user input (or content derived from it) in its output. This is depicted by script $S_2$ identified by the browser. This script may appear in the output either because there was no filter function, or it failed to identify the injected script in the input. Note that there is a large set of vectors for XSS; there are several possible HTML entities that can be used to embed script content (1) tags and URI schemes (such as `<script>` and `javascript:`) (2) tag attributes such as `src`, `background`, etc., and (3) event handlers such as `onload`, `onclick` etc. (at least 94 event handlers reported [4]).

3. **Scripts resulting from multiple output locations.** A script may result from multiple output locations in a web application, such as the script $S_3$ identified by the browser. In this case, a single filter function (say $f_2$ or $f_3$) may not be sufficient if it looks for scripting commands, as injected input may be split across these output statements. For instance, a simple splitting of a prohibited keyword into `innerHTML` and `TML...` in two output locations may appear as an `innerHTML` keyword in the final output on the browser.

4. **Content in existing execution environment.** Most XSS attack prevention techniques target identifying execution environments such as `<script>` tags. However, script content $S_4$ (which may be an attack) in our example is constructed by making use of an existing execution environment. This is an example of a XSS-locator based attack [4], where user input is sandwiched between existing (authorized) script code. A simple concrete example that illustrates this is the following code: `<SCRIPT>var a=$ENV_STRING;</SCRIPT>` which embeds an environment variable in an existing (authorized) `<script>` environment. In this case, a filter such as $f_4$ that relies on locating scripting content does not help. A successful injection in this context can make use of any JavaScript construct that allows execution of arbitrary commands. For instance, the Samy MySpace Worm [21] introduced keywords prohibited by the filters (`innerHTML`) through JavaScript code that resulted the output at the client end (`eval('innerHTML')`). It is hard to isolate and filter input that builds such constructs, without understanding the syntactical context in which they are used.

The above examples illustrates why filtering is hard to get right, especially in the presence of HTML input. Furthermore, an existing exploit can be obfuscated to avoid detection through filtering. Such obfuscation can be achieved by encoding it in various ways - UTF-8, HEX, foreign languages etc. Such encoding can even be provided on-the-fly and filters have to cope up with such dynamic scenarios. When such encodings can be set dynamically in the presence of other factors listed above, it is difficult for filtering techniques to identify script content. Static analysis techniques to detect sanitization violations will fail to detect script content that is injected through these encodings.

---

1 A typical instance is web applications that provide response to natural language query requests. Typically these allow the end user to make use of a dynamic parameter to specify the expected character set for the response. For instance, Google search queries take `ie` and `oe` parameters that specify the input encoding and output encodings respectively.
(i) Web Application

```java
String uName = request.getParameter("uName");
out.println("<html><body>");
out.println("<script>f()</script>");
out.println("Hi " + uName + "!");
if(uName == "admin")
    out.print("<script>Admin-script()</script>");
else
    out.print("<script>Non-Admin-script()</script>");
out.println("</body></html>");
```

(ii) Benign Access, uName = Alan

1. `<html><body>`
2. `<script>f()</script>`
3. `Hi Alan!`
4. `<script>Non-Admin-script()</script>`
5. `</body></html>`

(iii) Real Page : uName exploited

1. `<html><body>`
2. `<script>f()</script>`
3. `Hi <script>evil();</script>!`
4. `<script>Non-Admin-script()</script>`
5. `</body></html>`

Fig. 2. Example server side application and generated HTML pages

Summarizing, the salient points from this section are:

1. Filtering is difficult to get right in the presence of user input that includes HTML.
2. The output of a web application must be analyzed in its entirety to identify script content.
3. A robust mechanism to identify script content is needed, as there are a myriad of ways to encode the unauthorized script content that may escape filters but may appear on the client browser.

Furthermore, from a usability and deployment point of view, any proposed solution must allow users to specify harmless (without scripts) HTML and must be easy to deploy. The solution discussed in the next section satisfies all the above requirements.

3 Our Approach

**Objective.** The objective of our approach is to prevent unauthorized script content from being output on the response from the server side. We want to detect any malicious scriptable content that may go undetected through any input filtering mechanism present in the web application code.

The central theme of the XSS injection attacks is to introduce script code that would perform malicious operations, instead of the operations that were intended by the web application. A web application is written by a programmer implicitly assuming benign inputs, and encode programmer intentions to output a particular web page on these inputs. The presence of an unauthorized script in the output, which will be executed by the browser is an example of a deviation from the web application’s intentions.

The key idea in our approach is to learn the intention of the web application while creating the HTTP response page. This is done through shadow pages, which are generated every time a HTTP response page is generated. These pages are similar to the real HTTP responses returned by the web application with mainly one crucial difference: they only retain the (authorized) scripts that were intended by the web application to be included, and do not contain any injected scripts.

Given the real and shadow pages, one can compare the script contents present in the real page with web-application intended contents, present in the shadow page. Any
“difference” detected here indicates a deviation from the web application’s intentions, and therefore signals an attack.

As a running example, consider the code snippet of a simple web application given in Fig. 2(i). This code embeds the user specified name and generates `Admin-script / Non-Admin-script` based on whether the user is `admin`. Notice that the parameter "uName" is vulnerable to injection and can be exploited by specifying malicious values. Fig. 2(ii) and (iii) show responses generated for a benign user `uName=Alan`, and for a malicious user name `uName=<script>evil();</script>`, respectively.

Conceptually, Fig. 2(ii) is a shadow page (contains only the intended scripts for a non-admin user - `f()`, `Non-Admin-script()`) for the response shown in part (iii). The injected attack at line 3 in part (iii), has no equivalent script at line 3 of the shadow page part(ii), and presents an intuitive example of attack detection in our approach.

Fig. 3 depicts the block level architecture of our approach. In the pre-deployment view, a web application is retrofitted (step A) through an automated transformation to facilitate generation of shadow pages and then deployed (step B) in place of the original application. In the post deployment view for any HTTP request received (step 1) by the web application, the instrumented application generates (step 2) a shadow page corresponding to the actual HTTP response (real page). The real and shadow pages are compared (step 3) for equivalence of script contents and any attacks found in the real page are eliminated. The modified HTTP response page is sent (step 4) to the client.

In the following sections, we elaborate the mechanisms used by XSS-GUARD for robust script identification and comparison.

### 3.1 A Generic Mechanism for Identifying Script Content

We want to identify the set of scripts present in the real page in order to check if they are intended by the web application. In order to do this, we need to first identify the set of all scripts in the real page.
As shown in Fig. 4, the set of scripts executed at the client are precisely those that have been identified by the browser. A browser has the complete context to decide whether a sequence of HTML entities will invoke a script. Even if the input is based on a specific encoding, browser sees all encoded input “in-the-clear” and therefore can perform sound identification of all script content in a HTML page. In other words, a real browser is a natural candidate for identifying all the scripts present in a web page.

Our approach therefore makes use of a real-world browser’s code base for precise identification of scripts in a web page. The portion of the browser code base that is of interest to us is the one responsible for tokenizing HTML content and parsing it, and ultimately invoking the JavaScript interpreter on script content. To this end, we analyzed the script content identification schemes employed by one of the popular web browsers - Firefox, and describe our customizations of Firefox components that identify script content.

Firefox mechanisms to identify script content

Fig. 4 depicts a high level diagram of the content flow in Firefox with regards to script identification. We ignore any browser component that is not relevant to script identification, and describe the behavior at an abstract level, thus making the discussion applicable to other browsers in general.

The component scanner identifies character boundaries, and the tokenizer aggregates them into lexical tokens. The results of this lexical analysis is given to a content sink, a component responsible for HTML-tag specific browser action. For instance, when the content sink encounters a tag that has a src attribute, it calls the networking component that downloads additional data that is pointed to by the src attribute. Similarly, when a <script> tag is encountered, the content sink calls the JavaScript interpreter.

We then further studied the browser code base to identify when the JavaScript interpreter is called from a content sink. The browser invokes the JavaScript interpreter in three distinctive situations:

Entities causing external resource downloads. These are the tags / attributes designated by the HTML specification to embed external resources in HTML pages. Such entities can be used to directly or indirectly introduce script content in the embedding HTML pages. An example is <script src=...>, which directly introduces script contents, whereas <embed src=xss.swf> can indirectly introduce script contents.

Inlined script content and event handlers. These tags / attributes are designated by the HTML specification to introduce inlined scripts and event handlers. Examples are <script> which introduces script code, or <body onload=...> where the script code corresponding to onload is executed when this entity is loaded in the browser.
**URI Schemes that can have scripts.** The above two techniques are based on the HTML specification and thus provide exact knowledge of the tags / attributes utilizing these techniques. However, script content based on *URI schemes* present other subtle ways of embedding script content in non-obvious contexts. These schemes are the mechanisms by which an HTML entity can direct the browser to perform special processing. Browsers implement protocol handlers to cater to these special processing requests. An example is an image tag `<img src="javascript:script">` that makes use of javascript URI scheme and directs the browser to execute the specified script.

*Using a custom content sink to identify script content*

An important inference from our study of the Firefox identification mechanisms is that the content sink phase possesses sufficient information to enable identification of all script content. Also, for above purpose, the rest of the components in a typical browser stack are not required. Hence, a code stack from the Firefox browser comprising of the scanner, tokenizer and content sink would result in a much smaller script identifier that is sufficient for our purposes. The XSS-GUARD framework makes use of this lightweight code stack from the Firefox code base to perform precise identification.

We extended the content sink implementation in Firefox to record the identified script content. Our implementation handles all the three kinds of script content discussed above. Overall, our identification of the script content at the content sink component is quite robust. Also, re-using components such as the tokenizer and scanner from an existing browsers’ stack provides this scheme immunity against various encoding schemes and browser quirks. Moreover, being a part of actual browser stack, the tokenizer obviates the need for identifying tokens / keywords through error prone algorithms.

**Incorporating behaviors of other browsers.** Utilizing a single browser’s identification mechanisms would not be sufficient to identify script constructs specific to other browsers. This can be remedied by selectively incorporating other browser specific mechanisms. For this purpose, we built a custom content sink based on Firefox browser stack and then extended its identification to encompass behaviors specific to other browsers. For instance, Firefox only checks for 38 event names, but our custom content sink supports an extended list comprising of 94 event names from [4] that are supported by other browsers. More details of our specific extensions are provided in the Section 4.

### 3.2 Shadow Pages: Computing Web Application Intent

A web application is written implicitly assuming benign inputs (with filtering to remove malicious input). It encodes programmer intentions to output a particular web page on these inputs. The XSS-GUARD approach is to capture these intentions using shadow pages.

Naturally, the shadow page will differ according to the input provided to the web application; a shadow page is therefore defined for a particular run of the web application. Formally, a shadow page of a web application $P$ on any input $u$ is the output response of the web application on some benign input $v$, on which $P$ traverses the same path as it traverses on $u$. 
(i) Transformed Web Application : real shadow page

```java
String uName = request.getParameter("uName");
String uName_c = beginCandidate(uName);
StringBuffer re = ""; // real response
StringBuffer sh = ""; // shadow response
re.append("<html><body>");
sh.append("<html><body>");
re.append("<script>f()</script>");
sh.append("<script>f()</script>");
re.append("Hi " + uName + "\n");
sh.append("Hi " + uName_c + "\n");
if(uName == "admin"){
    re.append("<script>Admin-script();
    sh.append("<script>Admin-script();
}
else{
    re.append("<script>Non-Admin-script();
    sh.append("<script>Non-Admin-script();
}
re.append("</script>\n");
sh.append("</script>\n");
re.append("</body>\html>");
sh.append("</body>\html>");
re = XSS-PREVENT(re, sh);
out.print(re);
```

(ii) Real page for benign Access, uName = Alan

1. <html><body>
2. <script>f()</script>
3. Hi Alan!
4. <script>Non-Admin-script();</script>
5. </body></html>

(iii) Shadow page for benign Access, uName = Alan

1. <html><body>
2. <script>f()</script>
3. Hi aaaa!
4. <script>Non-Admin-script();</script>
5. </body></html>

(iv) Real page : uName exploited

1. <html><body>
2. <script>f()</script>
3. Hi <script>evil();</script>!
4. <script>Non-Admin-script();</script>
5. </body></html>

(v) Shadow page : uName exploited

1. <html><body>
2. <script>f()</script>
3. Hi aaaaaaaaaaaaaaaaaaaaaaaaaaaa!
4. <script>Non-Admin-script();</script>
5. </body></html>

Fig. 5. Transformed running example and generated HTML pages (real and shadow)

Finding such benign inputs \( v \), in general, is undecidable. We avoid this problem by using some manifestly benign inputs (such as a string of a’s), and force the web application to act on these benign inputs along the same control path dictated by these real inputs. This technique has been used to successfully defend SQL injection attacks in our previous work \[8\].

More specifically, in order to construct the shadow page, we use explicitly benign user inputs; those that do not contain any meta characters of the scripting language. As these inputs are manifestly benign and do not contain any script content, the corresponding web application output will be free of injected script content, while retaining content authorized by the web application. Hence, an HTTP request with explicitly benign inputs will result in an exploit free HTML response from the web application.

We automatically transform the original web application to generate the shadow response pages apart from the real response pages. We refer the readers to our previous work \[8\] for a comprehensive treatment of this program transformation, and provide the key ideas here to make the discussion self-contained.

- For every string variable \( v \) in the program, we add a variable \( v_c \) that denotes its shadow. When \( v \) is initialized from the user input, \( v_c \) is initialized with an explicitly benign value of the same length as \( v \). If \( v \) is initialized by the program, \( v_c \) is also initialized with the same value.
- For every program instruction on \( v \), our transformed program performs the same operation on the shadow variable \( v_c \). Departure from these mirrored operations
comes in handling conditionals, where the shadow computation needs to be forced along the path dictated by the real inputs. Therefore, the logic for path-selection in the program is not transformed and acts on the real inputs.

- Each output generating statement (writing output to the client), is replaced by appending the arguments to a buffer. This is done both for the real and the shadow values.
- After the last write operation, transformation adds invocation to a method responsible for detecting and disabling the XSS attacks.

The transformed web application for the running example is shown in the Fig. It also shows real and shadow pages generated by this transformed application. The real and the shadow pages are stored in variables re and sh respectively and follow the transformation outlined previously. On line 23 in the transformed application real and shadow pages are passed on to a routine XSS-PREVENT that identifies and removes all the injected attacks and returns a retrofitted page, which is then returned to the client.

The generated shadow pages possess the following properties:

- The set of scripts in the shadow page is precisely that intended for the control path dictated by the real inputs. This is by virtue of a transformation that “mirrors” the computation on manifestly benign values on the same control path dictated by the real inputs. More specifically, when the user input is admin, the shadow page will contain the scripts f and Admin-script (and only those), and for a non-admin user, the shadow page will only contain the scripts f and Non-Admin-script.
- The transformation maintains the length of the shadow page to be the same as the real page. This is true as long as the functions defined in the web application are length preserving [8], a criterion satisfied by all the functions in the Java Standard library string manipulation suite. As a result the shadow and real pages are of the same length. Moreover, the offsets of the script content in the real and shadow pages are the same e.g., Non-Admin-script start and end offsets are same in both the real and the shadow pages.

3.3 Distinguishing XSS Attack Instances from Authorized Scripts

Equipped with the knowledge of script content in the real page and corresponding intended script content in the shadow page, our approach asks the following two questions about each script content identified in the real page:

1. **Web application intent mining.** For each identified script content, did the web application intend to create it?
2. **Script checking.** If so, are the actual script content “equivalent” to the application intended script content?

To see consider our example Fig. (iv) (attack), on reaching line 3, the script identifier described in the previous section will reach a state that will identify the content as script. Whereas, in corresponding shadow page Fig. (v) line 3, the parser will not identify any script content.
<table>
<thead>
<tr>
<th>User Input</th>
<th>Benign case</th>
<th>XSS attack</th>
</tr>
</thead>
<tbody>
<tr>
<td>uName = John</td>
<td>uName = &quot;;evil();c=&quot;</td>
<td></td>
</tr>
<tr>
<td>Real Script Content</td>
<td>var name = &quot;John&quot;; var name = &quot;&quot;; evil(); c = &quot;&quot;;</td>
<td></td>
</tr>
<tr>
<td>Shadow Script Content</td>
<td>var name = &quot;aaaa&quot;; var name = &quot;aaaaaaaaaaaaaaaa&quot;;</td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 6.](image.png) Syntactically different content are generated with benign and hostile user inputs

If the identified script content and the web application intended content are not “equivalent”, it is an XSS attack instance. We elaborate on the notion of equivalence below.

All identified script content (including attacks) originate from one of the following three categories of web application action:

1. **Created without untrusted inputs** - script content that are created without any influence of the untrusted inputs, and hence are benign. The script created on line 2 of Fig. 5(ii), provides an example of such content creation. Interestingly, corresponding shadow page also contains the exact same script at the same offsets as the real page, and a direct content comparison suffices to establish their equivalence.

2. **Created by embedding untrusted inputs** - script content that embed untrusted inputs, and depending on the user inputs may be benign or hostile. The code snippet presented in Fig. 6 uses the untrusted data to initialize a variable in the script. Looking at the corresponding shadow script confirms that unlike the previous case, directly comparing the content does not work here.

3. **Not intended by the web application** - script content not intended by the web application, and hence are the attack instances. The script found on line 3 of Fig. 5(iv), is such an instance. Here as well, a direct comparison with shadow content does not work.

Although we cannot check equivalence of last two cases mentioned above by directly comparing the content, both these cases share a well researched insight about injection attacks - a successful injection attack changes the syntactical structure of the exploited entity [18]. In case 3 above, an adversary injects script content in a context where it is not expected. Whereas, in case 2, the main goal of an attacker is to perform semantically different operations through the use of malicious input. Hence the syntactical structure of the real script generated with hostile user inputs, would be different, when compared to corresponding shadow script.

Based on the above discussion, we compare the (JavaScript) syntax structure of script elements, in absence of an exact match in the content.

**JavaScript parse tree comparison details.** To establish syntactical structure equivalence, we compare the JavaScript parse tree structures of the real and shadow scripts. However, a straightforward comparison of parse trees would cause false negatives e.g., parse trees for `a = b;` and `c = d;` are same. We compare the parse trees such that their structures are same along with an exact match of lexical entities - including the JavaScript comments, variable names and operators, and function names. String literals are not compared literally; in this case, we check if they have same lexical token value.
An exception to this rule for string literals arises when strings are used as arguments to functions such as `document.write`, when we demand exact equality, as demands a match in lexical token values will allow an attack to succeed.

**Filtering out hostile script content.** Any identified script content that fails the equivalence check (exact content match or parse tree comparison), is marked as an XSS attack instance. As we precisely know the offsets of the script content in the real page, such non-conforming content is replaced with explicitly benign values. The script content `evil();` found in the real page of Fig. 5(iv) fails to match due to the parse tree comparison. As a result, `evil();` is identified as an XSS attack and is replaced with the shadow counterpart `aaaaaaa`.

**Conditional Copying Procedures.** There are a few instances where our approach fails and requires user involvement. Consider the following code from a routine that simply copies a character `x` to `y` using the following code:

```java
if x='a' then y='a'
else if x='b' then y='b'
else ...
```

We can extend the above routine to copy a string `x` to a string `y`, iterating through each character in the input by matching the correct conditional. Let us call this a conditional-copy function. If the web application has such a function, then our candidate evaluation technique will copy a user-input string `<script>` to the shadow page, while completely ignoring its candidate value (of a string of a’s). This is one example of a case our approach fails to protect filtering, and is in fact an example where every known server-side technique against XSS defense will fail, including dynamic tainting.

The above example is simple but contrived, however there are practical examples of such “table-lookup” code. One instance we encountered is charset-decoding, where every character in a particular character set is decoded using a similar table lookup. Here too, our approach and dynamic tainting will fail. In case of our approach and tainting, the information about untrusted input is lost due to the conditional-copy of one character to another. Our solution for handling these functions is to include (user supplied) summarization functions, that summarize the effect of these functions and preserve the shadow values. For instance, the copy function given above has a summarization function that will simply return the candidate string instead of the real string as its return value.

**Implementation.** Our web application transformation is for Java / JSP applications. The program transformation to enable the shadow page generation, is implemented in Java SOOT optimization framework [2]. For the script content identification module, we implemented a custom content sink phase that used scanner and tokenizer from the Firefox browser. The HTML tokenizer / scanner modules are modified to generate the offsets for identified content. For the equivalence check, we leveraged the Firefox SpiderMonkey engine’s parse tree creation for JavaScripts. We added support to create a flat string representation of these parse trees for comparison purposes.
4 Experimental Evaluation

Experimental Setup. Our experimental setup for evaluating attacks consisted of a server (1GB RAM, 1.66 GHz dual core processor) and a client (2GB RAM, 2.0 GHz dual core processor) both running Ubuntu OS and connected over the same Ethernet network. We deployed the original and XSS-GUARD protected applications under separate but identically configured Apache Tomcat servers.

<table>
<thead>
<tr>
<th>CVE</th>
<th>Program</th>
<th>Version</th>
<th>XSS Attack Description</th>
<th>Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVE-2007-5120</td>
<td>JSPWiki</td>
<td>2.4.103</td>
<td>via group name etc.</td>
<td>Success</td>
</tr>
<tr>
<td>CVE-2007-5121</td>
<td>JSPWiki</td>
<td>2.4.103</td>
<td>via redirect parameter</td>
<td>Success</td>
</tr>
<tr>
<td>CVE-2007-2450</td>
<td>Tomcat Html Manager</td>
<td>6.0.13</td>
<td>via name to html/upload option</td>
<td>Success</td>
</tr>
<tr>
<td>CVE-2007-3386</td>
<td>Tomcat Host Manager</td>
<td>6.0.13</td>
<td>via aliases to html/add option</td>
<td>Success</td>
</tr>
<tr>
<td>CVE-2007-3383</td>
<td>Tomcat SendMail App</td>
<td>4.1.31</td>
<td>via from field</td>
<td>Success</td>
</tr>
<tr>
<td>CVE-2007-3384</td>
<td>Tomcat Cookie App</td>
<td>3.3.2</td>
<td>via name/value fields</td>
<td>Success</td>
</tr>
<tr>
<td>CVE-2007-2449</td>
<td>Tomcat Snoop App</td>
<td>6.0.4</td>
<td>via HTTP method argument</td>
<td>Success</td>
</tr>
<tr>
<td>CVE-2006-7196</td>
<td>Tomcat Calendar App</td>
<td>4.1.31</td>
<td>via time parameter</td>
<td>Success</td>
</tr>
</tbody>
</table>

Fig. 7. The real XSS exploits used in effectiveness evaluation

4.1 Effectiveness Evaluation

One of our objectives was to evaluate the effectiveness of the XSS-GUARD approach against the real-world attacks. Since our framework is targeted towards Java applications, we analyzed the CVE repository [20] and chose the JSP / Java based applications that had reported vulnerabilities in 2007. In all, we chose seven such applications: JSPWiki, Tomcat HTML Manager, Tomcat Host Manager and Tomcat example web applications (Cookie, SendMail, Calendar and Snoop). These applications were diverse in sizes and complexity - ranging from a large and complex Wiki engine to small and simple example web applications. Below, we discuss the nature of these exploits and our experience in evaluating the XSS-GUARD approach against them.

JSPWiki (CVE-2007-5120, CVE-2007-5121). The JSPWiki engine facilitates a collective privilege management by creating groups of users. Unfortunately, the group creation process is vulnerable to XSS attacks. On presenting malformed group names, such as those containing characters that are forbidden by the filter in JSPWiki e.g., <, >, JSPWiki responds with an error message which embeds the malformed group name verbatim, thus making way for XSS exploits.

Tomcat HTML Manager (CVE-2007-2450, CVE-2007-3386). For deploying new web applications, Tomcat has a built-in application called Manager that accepts a WAR (Web Archive) file name from the user. In this vulnerability, an error message is shown with the user specified WAR file name if it does not end with a .war extension. The following code snippet provides a sample exploit code -
This exploit circumvents an input restriction (quotes disallowed), by partially encoding the exploit - `alert('xss')` as `alert(&#39;120&#115&#39;)`. Our approach is resilient to alternate encodings as the HTML parser used for content identification receives all data after being decoded.

**Tomcat Web Applications (CVE-2007-(3383, 3384, 2449, 7196)).** In all the previous cases, vulnerable applications display user inputs in their HTTP responses. The SendMail web application is different. It accepts the message subject, recipient and email body from the user and sends an email to the recipient. This application does not display the user data in any HTTP response. However, when `from` field contains a malicious email address, an external class `javax.mail.internet.AddressException` raises an exception, which generates a stack trace. The SendMail subsequently displays this stack trace, which contains the malicious `from` field. Such exceptional cases are typically not checked by the input filters, and illustrates the need for dynamic protection mechanisms such as ours.

**Attack evaluation summary.** Our solution successfully defended all 8 exploits mentioned above. This demonstrates that the XSS-GUARD can be used successfully to safeguard the real world applications against XSS exploits.

### 4.2 A Comprehensive Evaluation of Resilience

To evaluate the resilience of XSS-GUARD we selected RSnake CheatSheet [4], a collection of 92 unique exploits based on different attack vectors to evade the server side filters. Many of these exploits are quite subtle, and explore a significant portion of the attack surface. In our evaluation, we focused on 36 out of the 92 RSnake cheat sheet exploits that are applicable to the Firefox. Out of 92, four exploits were not applicable - SSI, PHP, one does not introduce scripts and one exploit could not be reproduced. We evaluated the remainder of 32 exploits in our experiments. These exploits are classified into various categories, for brevity we only mention a few interesting cases here below.

**XSS exploits based on Firefox quirks.** Exploits based on this vector rely on the “ad-hoc(quirk)” behavior of the Firefox HTML parser e.g., only the Firefox executes `<SCRIPT/XSS SRC="http://evil/e.js"></SCRIPT>`. Note that the filters oblivious to this quirk will miss out such attacks. As our approach uses the Firefox HTML parser, we were able to identify these tags without any special handling.

**XSS Vector embedded in the Flash object.** This vector embeds the exploit in the ActionScript of a Flash object, which invokes client side JavaScript interpreter when rendered. When this exploit requires exploit code to embed the flash object, our approach disallows it. However, if the exploit is embedded in a Flash object included by the web application, our technique cannot prevent it.
**XSS exploit vector based on a pre-existing execution environment.** This vector is useful in situations where user input is added to an existing execution environment e.g., between `<script>` and `</script>` tags. This poses additional difficulties for filters. In our case such attempts are prevented by script parse tree comparison as such vectors cause the JavaScript parse tree structures to vary.

**XSS exploit vector based on self generating scripts.** In this interesting vector the prohibited keywords or constructs may not even appear in the exploits at the server side, but dynamically generated at the client. Variations of this scheme were used in the MySpace Samy worm which constructed the prohibited keyword `innerHTML` on the client side by using `"eval(‘inne’ + ‘rHTML’)"`. However, such attacks require script code and are disallowed by XSS-GUARD.

**Summary.** We used vulnerable JSPWiki application from CVE to recreate all the 32 applicable exploits of the cheat sheet. We then tested these exploits on the XSS-GUARD protected JSPWiki application, which was able to defend all. The successful defense of several subtle attacks demonstrates that the XSS-GUARD approach is highly resilient.

### 4.3 Performance

We conducted another set of experiments to evaluate acceptability of our solution in terms of performance overheads. We measured the browser end response times using benchmarking tool JMeter [7] for the original and the XSS-GUARD protected applications.

The performance overheads ranged from 5% to 24%. The least overhead resulted for the SendMail application (response page 266B, 2 scriptable attributes). The Tomcat HTML Manager application incurred the highest overhead in terms of the response time (response page 12.75KB, 67 scriptable entities).

To assess the scalability of our approach to safeguard widely accessed websites, we analyzed one level GET page responses (without downloading embedded resources) of the ten most accessed websites in the United States [1]. The largest page response was 75KB (www.youtube.com), four were in the range of 32-50KB and rest all were less than 12KB. Based on this data we created a web application that generated response pages of different sizes (1KB to 75KB). We then transformed this web application with XSS-GUARD and measured the response times for original and guarded application for varying response sizes. Overheads incurred were reasonably moderate (2.8% - 13.64%).

To evaluate the impact of JavaScript parse tree comparisons on the performance, we enabled above application to also generate varying number of scripts with embedded user inputs. For 1-5 scripts in a 20KB response page, overheads varied in the range of 37%-42%. As mentioned earlier, the JavaScript parse tree comparison is needed only rarely (in presence of attacks or scripts that embed user inputs). We did not encounter any such case while measuring the performance of the applications from the CVE.

This extensive performance analysis demonstrates that this approach has acceptable overheads in real world situations. These numbers are indicative of the worst case performance of our approach. In our experiments client and server were connected over the same Ethernet and hence the impact of network latency, that dominates response time,
is negligible. We believe that the overheads in a real world deployment of our solution would be significantly less than the reported numbers here.

4.4 Verifying Safe-Passage of Benign HTML Tags in Untrusted Contents

Web applications such as Wikis and Blogs allow end user to input HTML. This is highly desirable as it allows users to format their input data using HTML tags. We also wanted to study the possibility of our solution working smoothly with applications that allow selective HTML input.

To understand the degree of freedom granted to the users in specifying HTML, we analyzed several Wiki / blog applications (Pebble, Drupal, Plone, Geeklog, JSPWiki, JChatBox)\(^2\) that allow a limited set of HTML entities to pass through. We also analyzed the HTML specification 4.01 and identified following entities to be allowable - text, lists, tables, links, alignment, font styles, and horizontal rules. We compiled these into a comprehensive test suite consisting of benign tags and attributes.

Equipped with above test suite, we decided to assess any loss of functionality of the XSS-GUARD protected applications in the presence and absence of the selective HTML filters.

**XSS-GUARD in the presence of HTML filters.** For co-existence evaluation we chose the selective HTML filtering mechanisms employed by the following two applications:

- **Pebble:** filters allow limited / no HTML, and strip the `<script>` tags.
- **JChatBox:** filters forbid all HTML, and encode the URLs with `<a>` tags.

We modified the Tomcat Calendar application to process the user inputs with above filters and then transformed it using XSS-GUARD. For JChatBox filter, XSS-GUARD allowed the filter created `<a>` tags and all the escaped HTML to pass through and echoed the same behavior for Pebble filters. However, the script filter allowed the XSS attacks to pass through e.g., `<script>nada</script><script src=URL>` resulted in `<script src=URL>`. This attack, however, was caught by the XSS-GUARD and removed from the response page.

In absence of filters, we used the XSS-GUARD protected Tomcat calendar application and verified that all the entities listed in our testbed were allowed in user inputs. These experiments demonstrate usefulness of layering XSS-GUARD protection on top of the existing filtering mechanisms. The XSS-GUARD protected applications do not forbid benign HTML allowed by selective filtering mechanisms, but are able to prevent any attacks missed by the filters. We also note that XSS-GUARD allows a rich set of benign HTML thus allowing users to input content rich HTML input.

4.5 Discussion

As the script identification in the current implementation of the XSS-GUARD is based on components from the Firefox browser family, it does not identify all script contents

based on ‘quirks’ specific to other browsers (say Internet Explorer). We tested our current implementation against 56 exploits from XSS cheatsheet that were based on quirks specific to non-Firefox browsers; XSS-GUARD defended 35 out of these 56 exploits. However, to uniformly identify scripts across the browser families a “universal” parser is required.

- To build a browser independent URI scheme identification, the custom content sink could unify identification of schemes implemented in different browsers.
- The custom content sink could be modified to identify and parse URI schemes specific to other browsers e.g., `<img src="vbscript:xss">`.
- If the quirk is based on the tokenization process specific to a browser family, universal parser could handle it by incorporating necessary changes in it’s tokenization process.

**Attacks specific to other browsers.** XSS-GUARD may produce a different output page when an attack specific to a browser is attempted. For instance, `<img src=javascript:xss>` is an XSS vector for Internet Explorer (IE), but is not a valid attack vector for Firefox, which simply ignores the javascript src attribute for image URLs. Disabling this exploit code does not impact Firefox user agents, as XSS-GUARD results in an output page with a broken image link, when viewed in Firefox. However, if the client user agent is IE, then XSS-GUARD protects the browser from any attacks through XSS vector.

**False Negatives.** We also found XSS-GUARD to produce false negatives in cases when attacks utilized non-Firefox quirks that were not identified by the custom content sink. One typical missed attack instance was based on IE conditional comments. However, as mentioned before, such attacks can be prevented by appropriately modifying the content sink.

### 5 Related Work

Research on cross-site scripting can be broadly classified into approaches that (a) detect vulnerabilities (b) prevent attacks against applications. Our contribution in this paper falls into the second category.

#### 5.1 Vulnerability Analysis Based Approaches

There are several approaches that rely on static analysis techniques [19][22][14] to detect programs vulnerable to XSS injection attacks. As mentioned in the introduction, these tools are typically intended to be used by a developer during the code development process. These techniques are limited to identifying sources (points of input) and sinks (query issuing locations), and checking whether every flow from a source to the sink is subject to input validation ([19] is flow-insensitive while [22] is flow-sensitive, and [14] adds more support for aliasing). However, these tools do not themselves check the correctness of input validation functions.
Recently, [13] and [11] proposed solutions to the important question of checking filter functions. In [13] the code of a filter function is abstracted into a context-free grammar, and the XSS exploits are modeled as a regular expression and detection is done by checking whether the intersection of these two languages is non-empty. Since their modeling is based on static string analysis, it does not work for arbitrary custom filtering code based on dynamic string operations. Balzarotti et al. [11] check sanitization code between input locations (sources) and output locations (sinks) through static analysis, and construct exploits through dynamic analysis. Both these approaches use some form of “blacklist” for checking whether scripting commands contained in this blacklist appear in the output of sanitization functions. Based on our discussion in Section 2, putting together this blacklist will require identifying every possible string sequence that would result in a scripting command in a browser, while excluding all valid HTML. This is certainly a challenging task. We avoid the need for a blacklist, by using a real-world browser and the actual output of an application, thus achieving precise script detection and XSS prevention.

All the previous static approaches do not track vulnerabilities across web application modules, and typically lose precision. [10] refers to these vulnerabilities as multi-module vulnerabilities and develop an approach called MiMosa. It models an application’s extended state to identify vulnerabilities that traverse modules. Extended state based attacks pose no problem for our approach. Data carried through session variables have their candidate (shadow) counterparts which denote corresponding benign input, and can be used to prevent attacks.

5.2 Attack Prevention Approaches

Server side detection approaches [9,16,18,23] track the user specified inputs through mechanisms like taint tracking. In particular, [16] and [18] briefly suggest in their discussion that placing syntactical restrictions on tainted data may lead to precise XSS attack detection. Restricting the tainted data to specific syntactical contexts is a powerful idea. Our approach makes use of dynamic candidate evaluation, a real world HTML parser and a JavaScript engine to obtain the contextual information and place such syntactic restrictions on output of a web application. Thus our approach demonstrates a realization of this idea in a practical setting for detecting XSS attacks.

Commercial solutions. These are many web applications (KaVaDo InterDo, NetContinuum NC-1000 Web Security Gateway, Sanctum AppShield, and others that can be referenced from [3]) that perform filtering at a proxy level to detect injection attacks. Since these apply a set of (application independent) filters, these are subject to the same limitations that were discussed in Section 2.

Client side protection. Client side approaches [12,15] try to protect sensitive information leakage by preventing attempts to send the sensitive data to third party servers. These schemes treat symptoms of an XSS attack (such as a cookie stealing script). Therefore, these schemes do not prevent XSS attacks that violate the same-origin policy e.g., attacker injected scripts can update user information on the trusted server, or perform malicious transactions within the same domain. However, such schemes have
the advantage of empowering end users by being readily deployable on the clients without relying on the server side to provide the protection.

**Browser-Web application collaboration.** [17] propose a solution that requires web applications and browsers to collaborate. Web application provides policies (a while list of all benign scripts), which when enforced by the browsers (only white-listed scripts execute), ensures protection against injection attacks. This is a very sound idea. However current framework requires web applications and browsers to collaborate - which may be a big challenge in adoption of such solutions. Further, in [17], white-list construction is mostly done by hand, and does not automatically include dynamically generated scripts. Our scheme can be complimentary to the solution provided by [17] to determine the set of scripts in the whitelist.

**6 Conclusion**

In this paper, we presented a novel and precise defense against XSS attacks. As a standalone mechanism or with widely used schemes like filtering, our approach can provide a robust defense against XSS attacks. We provided extensive experimental results that corroborate effectiveness, scalability and applicability of our solution to real world applications and subtle attacks. We also highlighted limitations in our current implementation (some non-Firefox quirks), and presented our thoughts on developing a technique for browser independent script identification.

Overall, we believe that the approach presented in this paper has underscored the promising idea of building solutions based on web application’s output and actual script identification behaviors of the browsers to counter the serious threats raised by cross-site scripting attacks.
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Abstract. This paper presents a novel framework to substantiate self-signed certificates in the absence of a trusted certificate authority. In particular, we aim to address the problem of web-based SSL man-in-the-middle attacks. This problem originates from the fact that public keys are distributed through insecure channels prior to encryption. Therefore, a man-in-the-middle attacker may substitute an arbitrary public key during the exchange process and compromise communication between a client and server. Typically, web clients (browsers) recognize this potential security breach and display warning prompts, but often to no avail as users simply accept the certificate since they lack the understanding of Public Key Infrastructures (PKIs) and the meaning of these warnings.

In order to enhance the security of public key exchanges, we have devised an automated system to leverage one or more vantage points of a certificate from hosts that have distinct pathways to a remote server. That is, we have a set of distributed servers simultaneously retrieve the server’s public key. By comparing the keys received by peers, we can identify any deviations and verify that an attacker has not compromised the link between a client and server. This is attributable to the fact that an attacker would have to compromise all paths between these vantage points and the server. Therefore, our technique greatly reduces the likelihood of a successful attack, and removes the necessity for human interaction.

1 Introduction

As e-commerce and subsequent online transactions emerged on the Internet, there became a need to protect sensitive communication. This requirement was partially fulfilled by introducing public key cryptography to secure key exchanges. Public key cryptography utilizes certificates to bind an entity to a specific public key with a digital signature. This digital signature may belong to a well-known Certificate Authority (CA) or the creator of the certificate. The former is generally regarded as more secure, but has been exploited previously due to improper implementations [3]. The latter poses a greater security risk, because there is no way (other than manually verifying the certificate’s fingerprint) to confirm the identity of the owner. As a result, a malicious host can exploit this
uncertainty through the use of a man-in-the-middle attack by intercepting and altering a certificate to impersonate the same party with another key known to the attacker. When the public key on the certificate is replaced with the key of an attacker, the integrity of the encrypted session is compromised if the forged certificate is accepted.

The most popular public key encryption protocol for the World Wide Web has been the Secure Sockets Layer (SSL) and its successor, the Transport Layer Security (TLS) protocol. While these protocols have proven to be relatively effective, they are also vulnerable to man-in-the-middle attacks in situations where the user or the client implementation is not able to detect the fraudulent certificate. These attacks are normally a consequence of other insecure protocols that allow a malicious host to easily become a man-in-the-middle. Some of these exploitable protocols include the Address Resolution Protocol (ARP), Domain Name System (DNS), and Dynamic Host Configuration Protocol (DHCP). Wireless networks are also particularly vulnerable since attackers can easily deploy rogue access points, modify unencrypted link layer frames, and are susceptible to most switched Local Area Network (LAN) attacks. Only in large networks with sophisticated Intrusion Detection Systems (IDS) are these attacks routinely detected and prevented.

In order to prevent SSL man-in-the-middle attacks on the Internet, several companies operate as certificate authorities to digitally sign X.509 certificates. Certificates from these CAs are assumed to be secure, since their public keys are well-known and are included with standard web browser distributions. Therefore, a web browser only needs to confirm that the digital signature on a certificate matches one of these trusted CAs. For the majority of cases, the certificates signed by these CAs function well. However, the service that these CAs provide comes at a fairly high cost, which deters some web server administrators from purchasing certificates from them. Current rates for a single domain certificate cost approximately $100-$200 USD per year, and a wildcard domain certificate costs about $500-$1,000 USD per year\textsuperscript{1}. To avoid this expensive surcharge, smaller web sites often create their own self-signed certificates, or purchase a certificate for only a single domain.

When a certificate is self-signed or if the common name and fully qualified domain name do not correspond, nearly all web browsers will display a prompt that requests user input on whether to accept the certificate. These warning dialogs occur even when visiting popular sites like \url{https://amazon.com} and \url{https://bankofamerica.com} because the common name on their certificates are registered only to \url{https://www.amazon.com} and \url{https://www.bankofamerica.com}, respectively. The problem derives from the fact that many web users do not understand the meaning of these “cryptic” messages, and will accept almost any certificate\textsuperscript{21}. Therefore we believe that it is important to develop a system that does not require user attention for normal users, while offering supplemental knowledge for expert computer users to

\textsuperscript{1} \url{http://www.digicert.com/}
determine the legitimacy of a certificate, without having prior knowledge of the remote web server’s public key.

In this paper, we propose a novel solution to augment the security of SSL certificate exchanges. The primary objective of our system is to remove certificate prompts from the web browser, and instead rely on what peers elsewhere on the Internet observe. We term these outside peers verification servers and refer to them as such throughout the paper. By combining multiple views from verification servers, our system greatly reduces the likelihood that an attacker can intercept and inject their own certificate during the SSL handshake without being detected. This follows from our method to select verifications servers such that they have different pathways to a remote web server. As a result, our approach considerably minimizes the potential man-in-the-middle attack vectors because an attacker would have to compromise all these paths to launch a successful man-in-the-middle attack. To select servers that have different paths, our system leverages Autonomous System (AS) level topological mappings. Another benefit of our design is that it is based on existing protocols. Therefore, our system can be readily deployed, since it requires no modifications to web servers, and can be implemented in current web browsers through an extension or plug-in. In order to evaluate our system’s relative effectiveness and performance, we deployed our prototype on PlanetLab [15]. Further applications of our design also extend to other non-web-based public key protocols including Secure Shell (SSH), Internet Message Access Protocol (IMAPS), and Secure Copy (SCP).

The remainder of this paper is organized as follows. In Section 2, we introduce relevant work that has been previously performed. Section 3 explains how and why SSL man-in-the-middle attacks work and the potential attack vectors. Section 4 presents our design considerations, system architecture, and certificate verification process. We then provide an evaluation of our system and potential extensions in Section 5. Finally, Section 6 concludes with a summary of our contributions.

2 Related Work

There are various protocols from the link layer to the application layer that have been exploited using man-in-the-middle attacks. As a result, there have been numerous studies to detect and prevent the root causes of each vulnerability. One of the most prominent man-in-the-middle attacks on a LAN is ARP poisoning [20]. This link layer protocol is insecure since it neither provides any form of message authentication nor maintains any state information. In order to mend these vulnerabilities, several solutions have been proposed that authenticate hosts and record the bindings of link layer MAC addresses to network layer IP addresses [2] [10] [12]. The problem with these solutions is that they are difficult to deploy due to added infrastructure, operating system modifications for all connected hosts, and complexities in key distribution for authentication.

Another common local man-in-the-middle attack exploits the DHCP protocol, which is used to automate network configurations. Since DHCP lacks message
authentication, an attacker can impersonate and forge DHCP replies to other hosts, thus manipulating the victim’s IP address, gateway address, and DNS server information. To mitigate this vulnerability, several authentication and access control systems have been proposed [1][6][11]. These approaches share the same limitations as the ARP prevention systems in that all hosts require operating system modifications to access the network. Moreover, they require the configuration and setup of authentication servers.

Potentially the most dangerous man-in-the-middle vulnerability stems from the weaknesses of DNS. Due to the hierarchical structure of DNS, an attacker may spoof DNS responses that may affect not only a local network, but also remote networks. To address these shortcomings, the Domain Name System Security Extensions (DNSSEC) protocol was proposed [8]. DNSSEC is designed to prevent manipulation of DNS queries and replies via authentication and data integrity. Current deployment of this protocol has been impeded by a lack of backward-compatibility with existing DNS servers and hosts. ConfiDNS is another system that monitors DNS replies from multiple vantage points, with the goal of identifying inconsistencies [16]. However, ConfiDNS is only effective against attacks on local DNS servers, and has difficulty with discrepancies produced by DNS load balancing.

An alternative approach to improve current PKIs was introduced by Zhou et al. through a distributed online certificate authority with a fault-tolerant algorithm that uses Byzantine quorums, called COCA [22]. While this solution is elaborate, there are numerous complexities in the distributed infrastructure that make it impractical to deploy, configure, and maintain.

Unfortunately, all of the preceding solutions require extensive modifications to hosts, lack support for non-compliant hosts, or both. Instead of developing multiple protocols to address all possible man-in-the-middle attack vectors, we take a different approach and provide a method to avert these attacks at the application level. This solution permits users of our system to install a web browser plug-in, which will run silently in the background. This technique makes our system backward-compatible with all existing protocols. When we combine this method with lightweight verification servers, we are able to attain a considerably more deployable solution.

3 SSL Man-in-the-Middle Attack Overview

A man-in-the-middle attack occurs when a malicious host deceives others into forwarding their traffic to them by impersonating the intended receiver. The potential for these attacks exist in virtually all networks that use unauthenticated communication (e.g., no encryption and/or message integrity checks). Consequently, these packet manipulations facilitate man-in-the-middle attacks on encrypted protocols that exchange public keys through certificates. This weakness is due to the fact that most implementations of cryptographic algorithms allow user interaction to accept self-signed certificates and their associated public keys. Tools that automate these exploits include webmitm[7] and ettercap[9].
An attacker using these tools is able to redirect all of a victim’s traffic to himself instead of the original destination. Figure 1 demonstrates a classic SSL man-in-the-middle attack. In this example, Alice and Bob want to communicate with each other using SSL. The first step in the SSL handshake requires Alice to contact Bob and request his certificate containing his public key, $P_B$. However, without Alice’s knowledge, Mallorie, who is on the same physical network as Alice, has previously poisoned her ARP cache, causing Alice to address all of her packets to Mallorie. When Mallorie observes Alice’s SSL request, she is able to intercept her request and make her own SSL connection to Bob. Mallorie then replies to Alice’s request with her own public key, $P_M$. Alice is prompted by her web browser that the certificate that she received was valid, but not signed by a trusted CA. Unfortunately, Alice does not know the meaning of the warning and accepts the forged certificate. Alice now begins encrypting her traffic to Bob using the public key of Mallorie, $P_M$. Consequently, Mallorie is able to decrypt, monitor, and modify all communications before relaying messages between Alice and Bob.

As illustrated in the preceding example, most current web browsers display warning prompts when certificates cannot be validated. These dialogs commonly appear in the following cases:

- A certificate has expired.
- A certificate is signed by a trusted CA and belongs to a domain (without wildcards), but is not associated with any subdomain (e.g., https://bankofamerica.com vs. https://www.bankofamerica.com).
- The common name on the certificate does not match the domain name of the host.
- A certificate is not signed by a trusted certificate authority (e.g., a self-signed certificate or a certificate signed by a non-trusted CA).

Figure 2 shows an example of a typical certificate mismatch dialog displayed by web browsers.

![Fig. 1. Example of an SSL Man-in-the-Middle Attack](image-url)
4 System Architecture

In this section, we first present the considerations that went into our design, as well as the assumptions that were made. Next, we introduce our system’s architecture and explain each component in detail. We then discuss our certificate verification process. Finally, we describe how clients determine which verification servers to contact.

4.1 Design Considerations

Before we examine the details of our design, we first present our security threat model and our assumptions.

The basis for our design is derived from our security threat model shown, in Figure 3. We believe that because most users of web applications are not experts in public key cryptography, they are the weakest link in the process when given the power to make a decision to accept a certificate. In contrast, verification and web servers are generally deployed by security-conscious network administrators (i.e., experts), who are knowledgeable about certificates, PKIs, and common network vulnerabilities. Since attackers are more likely to exploit the easiest target, which is frequently the user’s inexperience with certificates, it is critical to assist the client in making the correct decision to reduce this vulnerability. Therefore, our system focuses particularly on protecting the client from these man-in-the-middle attacks during public key exchanges.
In our design, we have made the following assumptions.

1. Web servers and verification servers are on relatively secure networks (i.e., networks that perform some form of monitoring) and have not all been compromised. Depending on the number of verification servers utilized, our system may still function properly if one or more verification servers have been compromised.

2. The client must be able to authenticate and communicate securely with the verification servers. This requirement can be put into practice by distributing the certificates of verification servers to the client as part of a web browser extension. This serves as a pre-shared key mechanism so that the client can authenticate the verification server as well as communicate over a secure, encrypted connection. Alternatively, verification servers may obtain certificates from well-known CAs and eliminate the need to acquire each verification server’s public key from the browser plug-in.

3. There exists at least one non-compromised pathway to a web server. Our system depends on this notion to identify inconsistencies reported by different verification servers. Therefore, if a man-in-the-middle is located on or near the web server’s network, or if only one pathway to the web server exists, our system would not be able to detect an attack. We are confident, however, that in most cases this assumption holds because an attacker will normally exploit vulnerable client networks (e.g., an insecure wireless hotspot). We discuss the impacts of this assumption later in Section 5.4.

4.2 Certificate Verification Components

In this section, we present the components that make our system effective in subverting man-in-the-middle attacks based on the preceding set of assumptions. As previously mentioned, the general idea of our system is to add an extra layer of security to public key exchanges by coalescing diverse views from trusted peers, and verifying that they are the same. We achieve this verification with an automated process, which is critical in removing user interaction that may otherwise compromise security. The fundamental principles that we incorporated in our design are based on the inherent lack of user understanding about the operation of public key cryptography. Therefore, the client-side of the verification system must be extremely easy to use. On the server-side, simplicity and compatibility
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with existing web servers is essential. Hence, a web server should be able to interface with our system with no modifications. For certificate validation, we have developed a lightweight verification server that provides the client with its own perception of a remote certificate.

As shown in Figure 4 there are three main components of our system that implement our objectives: the client, verification servers, and web server. The client that we refer to includes standard web browsers with extension support (e.g., a Mozilla Firefox/Opera plug-in or Internet Explorer add-on). The second component can be almost any existing web server with SSL support such as Apache, IIS, or Tomcat. These web servers will function with our system with no alterations or additional modules. The verification servers operate as the intermediary between the client and web server and handle certificate exchanges, caching, and verification.

4.3 System Deployment

Deploying our system is straightforward. The only requirement for a client is to install a web browser plug-in. We also provide the option for advanced users to deploy their own verification servers (although not necessary). The deployment process to interface with VeriKey is described below.

Client. The client must perform a one-time installation of our web browser extension. This extension contains a pairwise set of IP addresses and certificates containing the public keys for the default verification servers \{\{IP_1, P_{V_1}\}, \{IP_2, P_{V_2}\}, \{IP_n, P_{V_n}\}\}. As mentioned previously, verification servers may also attain a digitally signed certificate from a well-known CA such as VeriSign. In
that case, only the distribution of their IP addresses is necessary. In addition, pre-computed AS topology maps are bundled that assist in verification server selection (discussed later in Section 4.5). The extension also has the ability to automatically update, revoke, and add new verification servers. Expert users may configure extra security requirements and have the option to integrate the information obtained during the verification process into the default security warning rather than allowing an automatic decision to be made on their behalf.

**Verification Server.** As previously discussed, more advanced users have the ability to deploy and configure their own verification servers. The web browser extension can then be configured to update its verification server set to point to these new custom servers. These verification servers may be deployed at research institutions, corporations, and other large organizations.

### 4.4 Certificate Integrity and Verification

In order to efficiently validate certificates, we have devised the following methodology as demonstrated in Figure 5.

**Case 0:** The initial step involves retrieving the web server’s certificate. This exchange ensues during the SSL handshake, and the client must then confirm whether a trusted CA has signed the certificate.

**Case 1:** If the certificate has been signed by a trusted CA, the common name on the certificate is compared with the domain name of the web server.

- If the common name matches the domain name of the web server, the certificate should be trusted and the SSL connection can proceed normally. We ignore any mismatch between a domain and its possible subdomains, which commonly occurs when web sites do not purchase wildcard certificates and thus trigger warning messages. We justify this rationale based on the fact that it would be extremely difficult for an attacker to acquire a legitimate certificate for a subdomain that belonged to another entity.
- If the common name does not match the domain of the web server, the certificate (although valid), should not be trusted and the SSL connection between the client and web server should be blocked. This would occur when a man-in-the-middle has obtained a legitimate signed certificate from a trusted CA but for a different domain. Thus the man-in-the-middle could inject his own certificate (e.g., www.hacker.com) during communications with another web server (e.g., www.bank.com).

**Case 2:** If the certificate has not been signed by a trusted CA (e.g., is self-signed), then the VeriKey certificate verification process will commence accordingly. Each of the following steps are illustrated in Figure 6.

1. **Client communication with verification servers.** The client connects to a number of verification servers. How these servers are selected will be
discussed in the following section. After completing the handshake, the client verifies that the SSL handshake results in the reception of the correct public key of the verification server, $P_v$. If the certificate does not match, there is a man-in-the-middle between the client and verification server. Otherwise, the client sends the full domain name and IP address of the web server to the verification server. The purpose of sending the pair (domain, IP) is to enable the verification server to determine if its own DNS resolution matches that of the client. In addition, these pairs are required when a single domain name may resolve to multiple IP addresses.

2. **Certificate Request.** The verification server checks its internal cache to see if it has previously retrieved the certificate. If the public key is not found in the cache, it connects to the web server to retrieve the server’s certificate. Otherwise, the verification server forwards the cached public key of the web server to the client and Step 3 is omitted.

3. **Certificate Exchange.** The verification server (a) connects to the web server to retrieve its public key and (b) forwards it to the client.

4. **Public Key Verification.** At this stage, the client can now compare the certificate and public key of the server. If the public keys match, the client can communicate with the web server. Otherwise, there is a problem with the connection (e.g., a man-in-the-middle) and the client will be notified that a potential security risk has been identified and the web server connection will be terminated. If the client’s browser plug-in has been configured with higher security requirements, multiple verification servers will be utilized to verify the public key of the web server. When this option is chosen, a variable-based threshold $\tau$ is used in determining the number of public key matches $\mu$ that are required from the verification servers such that $\mu > \tau$. When the plug-in is configured in expert mode, the observed results are presented to the user, enabling them to make a manual decision instead of aborting the connection. In Section 5.5, we propose a mechanism to use the verification server as an SSL proxy, which may offer an alternative secure communication channel to the web server when a man-in-the-middle has been detected.

5. **(Optional) Verification Status Report.** This last step is optional, but allows a client to provide feedback to verification servers on the results of the certificate verification. This step enables the verification servers to determine if a certificate on the remote web server has changed and needs to be updated as well as to construct records of man-in-the-middle attacks.

### 4.5 Verification Server Selection

The architecture of our system provides support for utilizing multiple verification servers. A client may elect to query several verification servers for their view of a particular web server’s certificate, which in the general case, will enhance a client’s perspective. However, this technique may neither be the most effective nor efficient method to validate certificates. There is the possibility that one or more verification servers will share the same pathway to the web server. This scenario would occur if an attacker was positioned on one of these shared pathways.
between the client and server. Thus, the security of the verification process does not always increase with the number of responses from additional verification servers. In order to determine the number and locations of verification servers to query, we have developed our own selection algorithm.

Before presenting our verification server selection technique, we first introduce other potential selection options and the relevant effects. In order to assist our analysis, we define the distance between two hosts as the number of Autonomous System (AS) links on the shortest path between them and denote this as $d$(source, destination). The selection procedure may optimize for latency, limited resources, and/or security. The easiest way to reduce the latency of the verification process is to minimize the sum of the distances between client, verification server, and web server (i.e., $\min \{d(C, V_{S_i}) + d(V_{S_i}, W_S)\}, \forall : V_{S_i}$). However, this method is naïve, because when the combined distance is minimal there is a higher probability that more than one of these hosts have paths that overlap.

If limiting the amount of resources (e.g., CPU time and bandwidth) is an important consideration, a client can randomly select a single verification server. This approach has several limitations including an increased response time, particularly if the verification server is located far from the client and web server.
Our approach, however, enhances security while reducing latency and resources when selecting a verification server. We achieve this functionality by computing the shortest AS pathways in advance and then utilize the information to compare the overlap among a set of verification servers. This data can be collected from publicly available Internet topology maps that analyze BGP routing dynamics to discover AS adjacencies. The data sources and the details of our implementation are discussed later in this section.

We denote the path between client and web server as $C \Rightarrow WS$ and the path between verification server and web server as $VS \Rightarrow WS$, where $C$, $VS$, and $WS$ represent the client, verification server(s), and web server respectively. We first calculate the shortest path between the AS of the source and the AS of the destination (given our topology information). After this computation, we select the verification server that has the least amount of link overlap between the two paths ($i.e., min\{C \Rightarrow WS \cap VS \Rightarrow WS\}$, $\forall : VS_i$). If more than one shortest pathway exists between hosts, we calculate the average overlap between paths according to the equation $\frac{1}{n} \sum_{i=1}^{n} \lambda_i$ where $\lambda$ is the number of links that overlap. This rationale follows from the fact that an attacker cannot influence or predict the exact path between any two hosts, and packets are more probable to follow shorter pathways. If there are multiple paths that have equivalent overlap, one path will be selected randomly from the potential paths with a uniform probability.

An example of our verification selection algorithm is shown in Figure [7]. In this instance, the client is located within the UCSB AS, and is connecting to a Bank of America web server. The client has three verification server options to...
choose from that include UC Berkeley, Stanford University, and the University of Washington. Using the pre-computed routes between each verification server and Bank of America, the client selects the verification server with the least number of shared AS links. In this case, the optimal verification server is at Stanford University since it shares no path overlap with the connection between the UCSB client and Bank of America. Conversely, the verification server at Berkeley would be considered the least suitable of the three, since its path to Bank of America shares two AS links (CENIC and Level 3 Communications) with the path from the client to the bank.

![Verification server selection diagram](image)

**Fig. 7.** Verification server selection example for a client at UCSB to the web server at Bank of America. Path overlaps are highlighted in bold.

Our path selection algorithm provides an important advantage, since the IP to AS mappings enable us to determine *a priori* the relative security of the verification process. Thus, we can ensure that the client, verification server, and web server are not on the same networks by analyzing each host’s AS number \(\{\text{AS}\{C\}, \text{AS}\{VS\}, \text{AS}\{WS\}\}\). If any two have the same AS number, there is a higher risk of a man-in-the-middle since one or more links will likely be in common. In addition, the path selection algorithm that we utilize also enables us to determine the relative effectiveness of a chosen verification server. In the worst case, \(C \Rightarrow W_S \subseteq V_S \Rightarrow W_S\), which signifies that the client and verification
server share the same path to the web server and the verification process will not be effective. Furthermore, our topological maps allow us to select verification servers efficiently even when a client machine is physically relocated (e.g., a laptop that may frequently change locations).

We implemented our selection process by computing the shortest paths and locations of verification servers in relation to various netblocks using AS topological mapping engines such as CAIDA’s skitter\(^2\), Route Views \([13]\), and the Routing Information Service (RIS) \([18]\). We then correlated these maps with publicly available AS to IP address netblock mappings \([14]\), and from the Routing Assets Database (RADb) \([17]\). After obtaining this data, we corroborated these paths using multiple trace routes on PlanetLab using Scriptroute \([19]\). These measurements confirmed that these paths were approximately 80% accurate with errors occurring in resolving IP addresses to AS numbers, and due to alternative AS paths. When the IP address of a host could not be resolved to an AS, we chose verification servers at random.

5 Evaluation

In this section, we analyze the performance impact of VeriKey and discuss the security of the system against man-in-the-middle attacks. We then follow with a discussion about our system’s limitations and how it can be extended for enhanced performance and added security.

5.1 Experimental Setup

After implementing our system, we deployed 47 verification servers across five continents using PlanetLab. We then recorded measurements of the certificate verification process from a range of locations for the client, verification servers, and web server. The purpose of our experiments was to determine approximate bounds on the time necessary for the certificate verification process to complete. We estimated these bounds by taking geographically diverse measurements from regional, national, and multi-national locations. More specifically, the regional test involved machines across California, the national test involved machines traversing the entire United States, and the multi-national experiments entailed global pathways. Each experiment consisted of a single client, verification server, and web server.

5.2 Verification Process Overhead

Before we examine the experimental measurements, we first present the overhead for a single session. Table \([\]) demonstrates the bandwidth overhead involved for the certificate verification process from a single verification server, which is independent of the location of the verification server. Assuming symmetric connectivity between the client, web, and verification servers (i.e., the verification

\(^2\) http://www.caida.org/tools/measurement/skitter/
Table 1. Approximate VeriKey overhead for non-cached certificates

<table>
<thead>
<tr>
<th></th>
<th>Standard SSL Handshake</th>
<th>Certification Verification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bytes Transferred</td>
<td>RTTs</td>
</tr>
<tr>
<td>C ↔ S</td>
<td>2,411</td>
<td>5x</td>
</tr>
<tr>
<td>C ↔ V</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>V ↔ S</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>2,411</td>
<td>5x</td>
</tr>
</tbody>
</table>

server is roughly half the distance between the client and web server), the round-trip-time is approximately 3.5 times a standard SSL handshake without caching. The overhead in bytes is slightly over three times the standard SSL handshake. The absolute amount of time and overhead, however, are relatively small as only about five extra kilobytes are required, and the latency for certificate verification is typically on the order of one second (more precise numbers based on the locations of the verification servers are shown in Table 2). More importantly, this process is only a one-time cost, and after the initial verification process, the SSL session resumes with no additional overhead. The round-trip-time can be further reduced by more than 50% when temporary certificate caching is enabled on the verification servers. This diminishes the need for the SSL handshake between the verification server and web server, reducing the overhead to only double that of a standard SSL handshake.

Table 2 displays the results of the verification delay for servers from various geographical locations averaged over ten consecutive trial runs. We executed two types of verification tests for each web server. In the initial test, the verification server had not previously cached the certificate of the web server. In the following test, the verification server had already cached the web server’s certificate and directly returned it to the client, thereby reducing response time and subsequent connections to the web server. Each set of tests was performed ten times and the measurements were recorded. When the client, verification server, and web server were physically closer, the overall performance gain of caching (measured in latency) decreased by about 16%. This reduction in performance was due to the limit on the latency between the client and verification server.

In the approximate worst case, the verification process could take almost three seconds. While this delay would be evident to a user, we could potentially leverage this delay to query closer verification servers. Depending on the number and density of the deployed verification servers, the average case would most likely appear similar to the regional and national examples with verification times of less than one second.

5.3 Man-in-the-Middle Attack Prevention

In this section, we examine the protective measures of VeriKey against man-in-the-middle attacks. The potential for a man-in-the-middle attack can exist
Table 2. Verification process delay perceived by clients

<table>
<thead>
<tr>
<th>Test</th>
<th>Client</th>
<th>$V_S$</th>
<th>$W_S$</th>
<th>Verification Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-cached</td>
</tr>
<tr>
<td>National 1</td>
<td>ucsb.edu (USA)</td>
<td>uuestc1.edu.cn (China)</td>
<td>univie.ac.at (Austria)</td>
<td>2.876s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>National 2</td>
<td>canterbury.ac.nz (New Zealand)</td>
<td>u-tokyo.ac.jp (Japan)</td>
<td>berkeley.edu (USA)</td>
<td>2.303s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>National 3</td>
<td>mit.edu (USA)</td>
<td>utoronto.ca (Canada)</td>
<td>zib.de (Germany)</td>
<td>1.040s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>National</td>
<td>harvard.edu (USA)</td>
<td>colorado.edu (USA)</td>
<td>uci.edu (USA)</td>
<td>0.885s</td>
</tr>
<tr>
<td>Regional</td>
<td>uci.edu (USA)</td>
<td>berkeley.edu (USA)</td>
<td>ucsb.edu (USA)</td>
<td>0.236s</td>
</tr>
</tbody>
</table>

on the same network as the client establishing the egress SSL connection, the ingress web server’s network, or anywhere in between. Our system successfully prevents most of the possible attack vectors, and prevents all attacks that we consider likely under our set of assumptions.

The most likely location for man-in-the-middle attacks are on client networks since they are not routinely monitored and most operating systems do not implement proper safeguards. However, we can establish secure communication between the client and verification server. As previously discussed, this is a result of requiring clients to install a web browser plug-in that stores the IP addresses and public keys of the verification servers. This prevents the primary classes of attacks including a rogue DHCP server, an attacker who has poisoned the ARP caches of nearby hosts, and DNS spoofing that would redirect users to a malicious server. Because all messages are encrypted with the verification servers’ public keys, only the trusted verification servers are able to decrypt the packets. If a client receives any certificate other than that of the verification server, it becomes trivial to detect malicious behavior, and block further SSL communications.

The verification servers’ networks could contain a man-in-the-middle attacker. However, on the client-side, the attacker would be trivial to detect during the SSL handshake since the certificate would not match that in the client’s trusted CA root. In addition, our verification server path selection algorithm will choose a verification server with the least amount of overlap between the path from the web server to the client, and the path from the web server to the verification server. Hence, a successful attack would essentially require a coordinated attack on multiple autonomous systems. A VeriKey client can also detect a compromised verification server by maintaining a history, and comparing the results from other verification servers. If a particular verification server consistently responds with invalid keys over a prolonged period of time, the client may remove the verification server from its trusted list.

In our system, we eliminate user dialog messages for the average user because we believe the messages do more harm than good. Hence, we systematically...
verify or reject the certificate without the need for human interaction. For advanced users, VeriKey offers additional information about the potential threat and the number of inconsistencies among the verification servers. Thus, our system provides versatility and security for both average and expert users.

5.4 System Limitations

In this section, we address the limitations of our system, which include man-in-the-middle attacks that occur on the web server’s network, and the potential for a denial of service.

A man-in-the-middle can exist on the web server’s network, which is the hardest attack to detect from the viewpoint of the client and verification server. However, we believe that it is also the least likely place for an attack to occur since most web servers are on networks that employ firewalls, actively monitor for malicious behavior, and employ IDS systems. The only possible way to detect an attack near the web server is to require prior registration (e.g., obtaining a signed certificate from a CA).

Another potential weakness of the system is that a man-in-the-middle could potentially detect and block all traffic to or from verification servers. By creating a denial of service (DoS) attack against verification servers, the attacker would prevent a client from being able to verify any certificates. However, since it would be rather trivial to detect this type of abuse, the system would still be constructive in preventing SSL man-in-the-middle attacks (even though the client would no longer be able to communicate with the server).

VeriKey’s distributed architecture also protects against DoS attacks against individual verification servers by removing any single point of failure. Therefore we maintain constant availability with a large distributed set of servers, and in the event that a verification server is attacked, it will not affect the entire system.

5.5 Security and Performance Optimizations

In this section, we analyze possible extensions to our system to provide better security and performance. As mentioned previously, a man-in-the-middle attack detected by our system may cause a denial of service for the client because the client’s connection to the web server would be blocked for the duration of the attack. On the other hand, if a man-in-the-middle has not compromised the connection between the client and verification server, we may be able to use the proxy connection to the web server. Thus, the verification server could operate as an SSL proxy server, allowing the client to securely browse the remote web server as shown in Figure 8. In order to prevent a man-in-the-middle between the verification server and web server, the verification proxy server would function as a client web browser. That is, the verification server would follow the same process described in Section 4.4 and connect to other verification servers to ensure that it has not become compromised by a man-in-the-middle attack itself.

The major downside of this design is that it puts substantial trust into the verification proxy server and assumes that the verification server itself has not
been compromised. In terms of overhead, this approach would also place a larger resource burden particularly on verification proxy servers. The client would also notice an increase in latency for the entire duration of the session rather than just the initial connection setup.

Another optimization to improve our framework’s response time is to cache public keys from previous verification requests. This optimization works well, provided that the remote certificate has not recently changed. In order to determine when the verification server needs to update a certificate, we propose a method to maintain a history of client feedback during prior verification sessions. That is, when clients report a certificate mismatch, the verification servers will contact the web server to update the certificate. This would employ the knowledge gained from the optional confirmation status at the end of the VeriKey process as described earlier in Section 4.4. We introduce the concept of a reputation [4] to prevent a malicious host from deceiving verification servers into launching denial of service attacks by directing them to persistently contact a web server. This procedure would provide the ability for verification servers to identify compromised networks and construct a reputation-based scheme per IP Class C netblock, in addition to determining whether any of its own cached public keys may be outdated. Verification servers would refresh public keys from a web server only when a client with a positive reputation reported a key that did not correspond to the one stored in its own internal cache. This method serves two primary purposes: to establish that there is no man-in-the-middle between verification server and web server, and to update the verification server’s public key cache when a web server’s certificate changes. The downside of utilizing the reputation scheme is that it may not always be trustworthy and would require additional storage resources on the verification servers.
6 Conclusion

In this paper, we presented the design, implementation, and evaluation of an architecture to augment the security of SSL public key exchanges. In particular, we have introduced a means to verify the integrity of self-signed certificates. For average clients, we have substituted user interaction with an automated technique to utilize the views of remote peers, while empowering expert users with supplemental information about public key exchanges to make better assessments when accepting certificates.

We have shown the benefits, performance impacts, and the limitations of our system. Although our system is not free of weaknesses, we believe that the advantages that it provides far outweigh the potential drawbacks. Through our analysis, we are confident that our approach significantly increases the level of difficulty for a miscreant to launch a successful attack. As more insecure wireless networks are deployed, the number of attacks will likely increase because these networks provide a more susceptible environment in comparison to traditional wired LANs. Therefore, we see the need for a cost-effective and lightweight solution, such as the one that we have proposed, to protect and prevent users from becoming victims of these attacks.
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Abstract. Malware is at the root of a large number of information security breaches. Despite widespread effort devoted to combating malware, current techniques have proven to be insufficient in stemming the incessant growth in malware attacks. In this paper, we describe a tool that exploits a combination of virtualized (isolated) execution environments and dynamic binary instrumentation (DBI) to detect malicious software and prevent its execution. We define two isolated environments: (i) a Testing environment, wherein an untrusted program is traced during execution using DBI and subjected to rigorous checks against extensive security policies that express behavioral patterns of malicious software, and (ii) a Real environment, wherein a program is subjected to run-time monitoring using a behavioral model (in place of the security policies), along with a continuous learning process, in order to prevent non-permissible behavior.

We have evaluated the proposed methodology on both Linux and Windows XP operating systems, using several virus benchmarks as well as obfuscated versions thereof. Experiments demonstrate that our approach achieves almost complete coverage for original and obfuscated viruses. Average execution times go up to 28.57X and 1.23X in the Testing and Real environments, respectively. The high overhead imposed in the Testing environment does not create a severe impediment since it occurs only once and is transparent to the user. Users are only affected by the overhead imposed in the Real environment. We believe that our approach has the potential to improve on the state-of-the-art in malware detection, offering improved accuracy with low performance penalty.

Keywords: Malware, control-data flow, execution context, dynamic binary instrumentation, virtualization.

1 Introduction

Defending computer systems against malicious software is one of the primary concerns in information security. Recent years have witnessed a steady increase in the prevalence and diversity of malware, resulting in escalating financial, time, and productivity losses, as testified to by disclosures from various organizations (e.g., Computer Security Institute (CSI) [1], Virus Bulletin [2], Symantec [3],...
etc. This trend has occurred in spite of widespread awareness and increasing efforts towards the deployment of anti-malware tools. Therefore, the development of new approaches to address malicious software is an important research front in information security.

Malware takes myriad shapes and forms, including viruses, worms, Trojan horses, etc., and varies in severity, propagation media, and frequency of occurrence. In this work, we propose a new approach to malware detection and explore it in the context of viruses. However, our work can be adapted to defend against other forms of malware.

Computer virus research is described in 3 as a “rich, complex, and multifaceted subject. It is about reverse engineering, developing detection, disinfection, and defense systems with optimized algorithms”. The constant rise in the sophistication of viruses has been continuously scrutinized by malicious code experts in order to deploy efficient and well-tuned anti-virus techniques. Signature-based techniques have been the mainstay of virus detection, and form the basis for most current commercial products. More advanced products rely on heuristic analysis and sandboxing techniques. Testing and evaluation procedures for anti-virus tools have been developed by various academic and commercial entities. A fundamental limitation of signature-based techniques is the need to keep the signature database up-to-date in order to provide protection against the latest threats. While significant progress has been made in this regard through automatic update tools, the emergence of zero-day and even zero-hour attacks has clearly stretched the capabilities of current approaches to virus defense.

From a research point of view, various techniques have been proposed that extend or build upon the capabilities of signature-based techniques. The work by Zhou 9 builds a flexible virus detection and vulnerability remediation system using distributed network devices and network traffic analyzers. Centralized and distributed virus detection schemes based on automatic program signature generation are presented by Shin-Jia et al. 10. Detection based on established heuristics, pattern recognition and machine learning techniques, such as data mining, Bayesian networks, etc., have also been proposed. Panorama, by Yin et al. 13, uses taint propagation information at the hardware and operating system (OS) levels in order to detect privacy-threatening malware. Other techniques use reverse engineering in order to analyze viruses. Semantics-aware techniques for discovering obfuscations of viruses or worms are presented by Christodorescu et al. 15, 16. A known program code with malicious intent is formalized using a template, embedding within its blocks instruction variables and constants. A template-based matching is then proposed to detect obfuscations of the code in question. Moser et al. 17 propose a solution to improve test coverage in malware analysis systems. The solution relies on tracking the input dependency of the program control flow, generating input values to force execution along a specific path, and then exploring the actions that the program performs under those input values. A widely used preventive technique for addressing viral and non-viral malware proliferation on computer systems consists of executing untrusted code in containment or protection domains, wherein
specific access privileges are assigned to each domain. For example, the security risks of helper applications are alleviated by restricting their access to the underlying OS by defining several dispatch tables [18]. Similar other approaches have also been presented [19,20]. Since the web browser is a common source of malware attacks, tools such as VMWare’s secure browser appliance [21] run the browser in a separate virtual machine to confine the negative impact of browser exploits on the system.

We conjecture that minor enhancements to current structural approaches to virus detection are unlikely to succeed in the face of ever-increasing sophistication in the techniques (such as obfuscation, payload encryption, etc.) used by virus writers. In the extreme case, the only way to detect a virus may be to realize, after it has executed, that it has had malicious effects. Fortunately, a solution to this conundrum is made possible by the emergence of technologies such as virtualization and dynamic binary instrumentation (DBI), which allow us the luxury of executing untrusted code without compromising the system.

In this paper, we propose a novel approach for the detection and prevention of computer malware, in particular, computer viruses. We have designed and implemented a tool to automatically analyze and identify malicious software based on a compiled list of fundamental and evolving malicious behavioral traits. We exploit isolated software execution capabilities provided by virtualization and DBI. Virtualization is a useful technology for addressing security concerns and has several applications to information security. It allows for the creation of isolated execution environments, e.g., for implementation of honeypots [22] and execution of security-critical functions such as anti-virus tools, etc. [23]. We especially exploit this provided isolation, which enables us to safely test untrusted code without the danger of corrupting a “live” execution environment. In order to preserve a system’s integrity, an isolated compartment, duplicating a system’s configuration and state, can be built and used for defending against malicious software.

Our specific approach to virus detection is based on observing the execution of unknown programs (whose source code is not available), modeling safe/unsafe behavior with respect to specified security policies, and ensuring that the program does not deviate from safe behavior. We utilize the concept of isolated execution by defining two virtual execution environments, namely a Testing environment and a Real environment. Our tool performs the following steps:

1. While executing an untrusted program in the Testing environment, we use DBI to collect specific information in the form of execution traces.
2. We analyze the execution traces to construct a hybrid model that represents the program’s dynamic control and data flow in terms of regular expressions and data invariants. The regular expression $R_U$ has an input alphabet $\Sigma = \{BB_1, ..., BB_n\}$, where $BB_i$ is a basic block of the execution trace. For each basic block, several data properties are captured that are relevant to detecting malicious software execution.
3. We design security policies that represent fundamental traits of a malicious program behavior. We express the policies using the same hybrid model as the program execution traces (we use $R_P$ to denote this model).

4. Through an enhanced regular expression intersection of hybrid models $R_U$ and $R_P$, we detect malicious behaviors in the unknown program.

5. By combining the previous intersection result, program properties, and data invariants, we extract appropriate checkpoints and derive a behavioral model $M$, which can be used as an efficient proxy for the security policies.

6. After extensive testing of the unknown program, it is moved into the *Real* environment, where we monitor its execution and ensure that it conforms with model $M$. Checks are performed at the granularity of extracted checkpoints. If a new execution path is encountered, restrictive security policies are enforced at run-time, thus, preventing any malicious execution, and $M$ is updated with information regarding the newly executed path.

We implemented the proposed framework using the Pin DBI tool from Intel, and evaluated its utility and performance using multiple in-the-wild viruses, *i.e.*, those that are currently infecting computer systems, and in-the-zoo viruses, *i.e.*, those that are not being currently spread or are only available online. We applied our tool to both Linux and Windows OSs. The tested viruses cover a wide range of malicious traits and behaviors. Results show that our tool enables an almost complete detection and prevention of all the considered attacks.

Our work is differentiated from previous work in that it bases its detection on the fundamental traits of malware behavior, enabling it to achieve high coverage of both new malware and new variants or obfuscations of known malware. Most previous approaches, including heuristic- and behavior-based approaches, cannot discern subtle differences between benign and malicious execution, and are thus forced to incur high false alarm rates. The proposed framework can allow a program to execute past the point where a malicious behavior is triggered, due to the “safety net” provided by virtualization, and execution trace analysis occurs after a program has finished or aborted execution. This is very attractive when the execution of malware closely resembles that of a benign program. Moreover, we believe that our hybrid model, based on regular expressions and data invariants, offers a general framework to combine control- and data-based analysis. Together, these factors lead to an improvement in detection accuracy, as underscored by our experimental results. We note that our approach is not limited to defending against the aforementioned malicious software; it promises coverage of a wider range of software vulnerabilities and malicious software behavior, provided that appropriate security policies are designed. Our work in [24] applies this approach to various software vulnerabilities with promising results.

The rest of the paper is organized as follows. The next section provides a high-level overview of our approach. Section 3 discusses the details of the proposed framework in the *Testing* and *Real* environments. Section 4 presents the experimental methodology and results, and Section 5 concludes the paper.
2 Overview

Figures 1(a) and (b) present the architecture of the proposed tool in both execution environments. Figure 1(a) depicts the different components in the \textit{Testing} environment (Section 3.1): (1) the execution trace generator, (2) the regular expression generator, (3) the security policy generator, (4) the detection module, and (5) the behavioral model generator. The execution trace generator executes the untrusted program under a series of automatically-generated input sequences (in addition to any user-provided inputs). While building the program execution traces, DBI, based on the Pin [25] framework, is used to intercept execution and generate information that is necessary for analyzing the execution of malicious behavior. The regular expression generator combines each sequence of instructions that terminates in a control flow transfer instruction into a basic block ($BB$). Consequently, the execution trace is expressed as a regular expression $R$ defined over alphabet $\Sigma = \{BB_1, ..., BB_n\}$, which represents the set of all basic blocks in the program. The union of all generated regular expressions (each representing a separate program execution) is performed to combine the program execution paths into a single regular expression $R_U$. Meanwhile, regular expressions are passed through a data invariance detector, which formulates invariants obeyed by the data associated with each basic block. When no new input sequence is able to activate new execution paths, $R_U$ is analyzed to determine
whether the corresponding program has manifested any malicious behavior. To this end, $R_U$ is subjected (through a regular expression intersection operation) to rigorous security policy checks. Security policies are expressed using the same hybrid model along which $R_U$ is designed and they encapsulate within their model fundamental malicious behaviors. The intersection procedure also allows identification of “checkpoints” – trace segments whose monitoring is critical for preventing any security exploits. Checkpoints and invariants are consequently used by a behavioral model generator, which filters out basic blocks that are significant for the tool’s purposes and defines a fixed set of blocks, which capture properties indicative of permissible or non-permissible program behavior. The behavioral model, $M$, also maintains a record of the application’s control transfer points in order to keep track of the executed paths. $M$ is then migrated to the $\text{Real}$ environment.

Figure 1(b) depicts the $\text{Real}$ environment. After an application is moved to the $\text{Real}$ environment, it is subjected to instrumentation at the basic block granularity and to run-time monitoring, wherein only checkpointed basic blocks are monitored [part 1 in Figure 1(b)]. Run-time monitoring also involves the application of restrictive security policies in the case where new execution paths are encountered [part 2 in Figure 1(b)], as described in Section 3.2.

3 Details of the Proposed Approach

This section describes the operation of our system in the $\text{Testing}$ and $\text{Real}$ environments in Sections 3.1 and 3.2, respectively.

3.1 Design and Implementation of the $\text{Testing}$ Environment

This section describes the implementation of the $\text{Testing}$ environment and its various components.

Execution Trace Generator. Our tool is built on top of Pin [25], which transparently performs DBI at run-time, by inserting extra code into an application for behavioral observation and information (data and control) logging. Using the Pin API, we developed our tool to execute each instruction intercepted by Pin and generate data and control information, which reflects actions of the code under test that need to be checked against the security policies. The program state information that is observed for the malware instances tackled in this work (i.e., viruses) is the following:

1. Calls to and arguments of “exec” function and its variants.
2. System or library calls involving modifications of any file or directory.
3. Calls to functions that create symbolic and hard links.
4. Instructions performing memory reads and writes.

When an unknown application is executed, DBI monitors its control flow and that of dynamically-linked libraries (e.g., the GNU C library) mapped into its
address space. Dynamically-linked libraries are considered potentially unsafe and subjected to the same analysis as the application.

While most computer viruses operate independently of user inputs, those in infected files may only be triggered when a particular path, which may be input-dependent, is executed. Therefore, we design an automatic input generation technique, described later, in order to exercise as many paths as possible, thus, triggering a virus along an input-dependent path execution.

**Regular Expression Generator.** We describe below the key steps performed by the regular expression generator, namely regular expression extraction, regular expression union, and data invariant generation.

**Regular Expression Extraction**

In addition to generating an execution trace corresponding to each run of the untrusted binary, we transform each execution trace into a regular expression. Each constructed regular expression presents a codified method that allows parsing and isolation of specific properties within the body of the execution trace. It is defined over alphabet \( \Sigma = \{BB_1, ..., BB_n\} \). At the highest level of granularity, each literal, \( BB \), is a basic block derived as a sequence of instructions terminating at a control flow transfer instruction. Upon building a basic block, we map the information observed within its scope to various properties, which can indicate malicious effects when they assume specific values or when they occur in a specific sequence. Each property captured in a basic block is coded into a concise representation. Figures 2(a) and (b) present, respectively, a regular expression example and the various properties that are encoded within a basic block. Note that each \( BB \) is uniquely identified by its standardized address `unique_block_address` and its `block_number`. If \( BB \)'s entry point corresponds to a static executable address \( A \), then `unique_block_address = A`. On the other hand, if this entry point corresponds to a dynamically-linked entry, we calculate address offset \( O \) in an execution trace with respect to a pre-defined value \( A' \) that
we specify. Given that the value of the first dynamically-linked address that follows an application’s entry point virtual address is equal to $D_A$, \( O = D_A - A' \). Thereafter, the address of each such BB is adjusted by this offset in order to allow for efficient and correct comparison by the regular expression union module, thus yielding the value of \texttt{unique_block_address}. Constituents of each $BB_i$ in regular expression $R_k$ are extracted from the $k^{th}$ execution trace and $R_k$ is generated accordingly.

\textbf{Regular Expression Union and Data Invariant Generation}

After all regular expressions are generated, we need to find the union expression $R_U$, and subject it to defined security policies in order to determine whether the tested program manifests any malicious behavior. The union module operates on the control flow of the application and is complemented by a data invariance module, which operates on the data properties of the application.

\textbf{Regular expression union}: Regular expression union is presented in Figure 3.

It recursively combines single-trace regular expressions, $R_k$, into $R_U$, i.e., when $R_k$ is generated, the following operation is performed: $R_U = R_U \cup R_k$. As a starting point, $R_U = \lambda$ (empty regular expression). Upon combining $R_U$ and $R_k$, if a path (by path, here, we mean a sequence of basic blocks executed successively) in $R_k$ already exists in $R_U$, the \texttt{execution_id} of the BBs in the corresponding path are updated (step 1 in Figure 3). When a control transfer basic block (denoted by $BB\_jump$) is encountered, if a new execution path is simulated, the latter is handled by adding it as a new successor block of $BB\_jump$ (step 2). If no new path is executed, \texttt{Union} is recursively called on

\begin{itemize}
  \item \texttt{Compare (BB, BB). If blocks match:}
    \begin{enumerate}
      \item Update invariants.
      \item Update execution_id.
    \end{enumerate}
  \item If successor paths do not match, both paths $A$ and $A'$ in $R_k$ and $R_k$ are added as possible successors of $BB\_jump$ ($BB_i$ and $BB_j$) in $R_k$ and $R_k$ in $R_k$. The two different successor paths until $BB\_join\_point$ of $BB_i$ and $BB_j$ in $R_k$ and $R_k$ is reached (step 2).
  \item If successor paths match, call \texttt{Recursive Union} over the common path (paths $B$ and $B'$ in $R_k$ and $R_k$). \texttt{Recursive call exits when $BB\_join\_point$ is reached (step 3).}
\end{itemize}
the repeated execution path (step 3). *Union’s* recursive call exits when a join-point (denoted by $BB_{\text{join point}}$) is encountered. A $BB_{\text{join point}}$ is defined as the point where different execution paths converge, i.e., the exit point of the corresponding $BB_{\text{jump}}$.

**Data invariance module:** This module formulates invariants obeyed by data at specific blocks of $R_U$. It gives insight into the properties of the program data that might be useful in identifying malicious exploits. Although data invariants have been proposed before to identify program bugs [26] or understand a program’s behavior [27], our system tracks data modification across multiple executions of a program and applies data invariants to the problem of detecting viruses. The on-line data invariance module maintains multiple data invariant types at various blocks of $R_U$, which correspond to stored basic block properties.

**A) Fields over which data invariants are defined:** For the type of computer viruses addressed in this paper, the data invariance module operates on the following data elements of a regular expression basic block:

- Arguments of system and function calls that involve modification of a system file or directory.
- Arguments of the “exec” function or any variants thereof.
- Arguments of functions creating symbolic and hard links.
- Size and address range of memory region access.
- Routine/thread/function names, addresses, and arguments.

**B) Types of data invariants:** The invariant types used are:

- Acceptable or unacceptable constant values – a value that a variable should or should not assume, respectively.
- Acceptable or unacceptable range limits – the minimum and maximum values that a variable can assume or should not assume, respectively.
- Acceptable or unacceptable value sets – the set of values that a variable can assume or should not assume, respectively.
- Acceptable or unacceptable functional invariants – a relationship within a number of variables that should or should not be satisfied, respectively.

**C) Updating data invariants:** For each instrumented block, the data invariance module extracts invariants, if any, that are obeyed by the basic block fields. The module maintains single or multiple types of invariants for each field, starting with the strictest invariant form (acceptable or unacceptable constant value) and progressively relaxing the stored invariants to any of the forms listed above, when combining $R_k$ and $R_U$ and when new run-time values of the corresponding fields are observed. When a data value from $R_k$ does not satisfy a data invariant stored in $R_U$, this invariant is removed from within the basic block. For example, let us observe a memory read size, $Size_{\text{memR}}$, which assumes a constant value, $Size_R$, until execution run $i$. If at execution run $i + 1$, the value of the memory read size is $Size'_R$, we eliminate the constant invariant type for the corresponding memory size value and update the invariant to the following acceptable invariant set type: $Size_{\text{memR}} \in \{Size_R, Size'_R\}$. Deduced data invariants are used by the detection and behavioral model generation modules described later.
Security Policy Generator. This section describes the security policy generation process. We first describe various manifestations of virus behavior considered in this work. Second, we explain the advantages of the proposed approach. Finally, we detail the security policies that we constructed based on the behavioral traits of viruses.

Injuries and Infections of Malicious Code

While our approach can be applied to any form of malware and viruses, in this paper, we focus our attention on defending against program/file viruses, which target program and file objects and run independent of the file system in use or the format of the file under attack, and exhibit various behaviors, injuries, and infections. We next provide an overview of a compiled list of various effects, injuries, and infections resulting from virus execution. This compilation is based on the results of multiple research surveys, virus reverse engineering efforts, and digital immune system findings \[5,28\]. We assume that a virus can inflict damage in two ways: (i) direct injuries and (ii) injuries through the exploit of system vulnerabilities. Although direct injuries can be alleviated by always running untrusted programs as a user whose privileges to security-critical resources are minimal, a virus can overcome such security measures, e.g., by modifying kernel source files, provided it has write access on these files at a certain point. We do not tackle the problem of how the virus gained access to the system (e.g., by exploiting vulnerabilities). We are interested in detecting this virus through run-time instrumentation and monitoring of its execution, after it has gained access to the system.

A) Link attacks (L.A.): Link attacks are a common form of virus injuries. They are possible through exploitation of a window of vulnerability between two system calls executed by a program, which, if executed with root privileges, allows the virus code to gain privilege to sensitive information. Common malicious injuries and infections executed after a link attack include:

- \( I_1 \): Monopolizing executables, companion files, device drivers and loadable kernel modules, kernel source files, etc. This includes overwriting, appending, pre-pending, code injection, entry point obscuring, compression, etc.
- \( I_2 \): Installing random benign or malicious applications.
- \( I_3 \): Creating virus copies in a system directory under the existing OS (e.g., /sbin directory), and modifying configuration files to prompt virus execution.

B) Direct injuries and infections: These include \( I_1, I_2, \) and \( I_3 \), mentioned above, denoted here by \( DI_1, DI_2, \) and \( DI_3 \), and other direct infections, e.g., creating new executable files, such as decrypted virus files in the case of obfuscated viruses \( DI_4 \). Such injuries are possible if the virus is running with high system privileges or with the same privileges associated with different components of the file system.

C) Synchronized thread execution: A common property of many viruses is that they work through multiple threads (multi-threaded or multi-fiber viruses) working by mutual exclusion. Threads can assume a multitude of roles, including:
- Execute virus code on the underlying system.
- Listen to a network port accepting remote attacks.
- Modify system files needed by the virus in order to accomplish its intent.
- Send abnormal network traffic over a network, thus, depleting its resources.
- Exploit a local vulnerability and install a backdoor.
- Kill the virus process and delete its traces from the system.

**Pin** is able to instrument all threads present in a process. On the other hand, since we do not address viruses from a network point of view, the Testing environment is not configured for network access. If an internal infinite loop is caused by lack of Internet connectivity, we trick the running process by changing the value of the internal register holding the Internet connection status to one [14].

**D) Scheduled execution and environmental constraints:** Some viruses have the property of executing upon satisfaction of a specific condition, such as time or date, system start-up, etc. If those constraints are satisfied in the Testing environment, the corresponding code is executed and subjected to the Testing environment security policies. If constraints are satisfied only when execution is moved to the Real environment, the associated code is treated as new and subjected to the approach discussed in Section 3.2.

**E) Depletion of memory and storage space (mem. depletion):** Another virus injury is utilizing system resources, such as memory, disk spaces, CPU cycles, and exhausting them through chunks of code embedded within their software, e.g., infinite and scanning loops, infinite attempts to write to read-only memory, etc.

### Advantages of Our Approach

Relying on virus symptoms in order to detect a virus (as performed by the majority of heuristic-based defense mechanisms) is not always accurate since these same symptoms can result from hardware or software failures. Moreover, deriving a signature for each virus variant is not a scalable approach, especially, if we consider the various ways of performing virus obfuscations. Therefore, we believe that our approach, wherein detection is based on the fundamental functional behavior of virus execution and its interactions with system components, is a more powerful defense against known and unknown viruses. Our method, which monitors a virus in both Testing and Real environments, applies the concept of sandboxing. Sandboxing can take two different forms: (1) isolation of an untrusted binary and restricting access privileges of the isolated environment [18][19][20], and (2) confinement of untrusted code into an isolated environment, wherein extensive analysis of the code behavior is performed (only few commercial products claim to perform this form of sandboxing [6]). We are not aware of any previous work that performs malware defense based on fundamental behavioral analysis, using the second form of sandboxing.

### Generated Security Policies

We design the security policies to specify the fundamental traits of each malicious behavior listed above. Each policy is translated into a regular expression $R_P$ defined over alphabet $\sigma = \{bb_1, bb_2, \ldots, bb_m\}$, where $bb_i$ is a basic block of the
Table 1. Security policies in both high-level and regular expression-based specifications

<table>
<thead>
<tr>
<th>High-level language specification</th>
<th>Regular expression-based specification [Malicious behavior]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct security policies</strong></td>
<td></td>
</tr>
<tr>
<td>$H_1 = { A \text{ symbolic or hard link } \text{ of } X$</td>
<td>$\Rightarrow R_{P1} = [bb_1. (bb_k, k \neq 2)]^* . bb_2 \Rightarrow \text{apply } P_2 \text{ [L.A.]}$</td>
</tr>
<tr>
<td>to file Y with root read/write/</td>
<td></td>
</tr>
<tr>
<td>execute privilege $\Rightarrow \text{apply } R_{P2}$</td>
<td></td>
</tr>
<tr>
<td>$bb_1$: system calls link and symlink with arguments $Y$ and $X$,</td>
<td></td>
</tr>
<tr>
<td>$*$; Kleene closure,</td>
<td></td>
</tr>
<tr>
<td>$(bb_k, k \neq 2, \ldots, n)$: any block not equal to subsequent security-critical $bb_i$</td>
<td></td>
</tr>
<tr>
<td>$bb_2$: $X$.inode or $X$.links = $Y$</td>
<td></td>
</tr>
<tr>
<td>$H_2 = { \text{Modifications of file } X \text{ by }$</td>
<td>$\Rightarrow R_{P2} = [(bb_k, k \neq 1)]^* . bb_2 \Rightarrow \text{Security violation [I]}$</td>
</tr>
<tr>
<td>instructions within another $\Rightarrow \text{Security violation}$</td>
<td></td>
</tr>
<tr>
<td>vulnerable program B and no link operation is contained within B $\Rightarrow \text{Security violation}$</td>
<td></td>
</tr>
<tr>
<td>$bb_1$: symbolic or hard link of file $X$ to $Y$ in $B$,</td>
<td></td>
</tr>
<tr>
<td>$bb_2$: modification of linked file $X$ within file $B$</td>
<td></td>
</tr>
<tr>
<td><strong>Programs B are detected by a thread running in parallel to $Pin$, each B is instrumented thereafter</strong></td>
<td></td>
</tr>
<tr>
<td>$H_3 = { \text{Malicious executable modification}$</td>
<td>$\Rightarrow R_{P3} = bb_1 \Rightarrow \text{Security violation [I}, DI1]$</td>
</tr>
<tr>
<td>(Table 2) $\Rightarrow \text{Security violation}$</td>
<td></td>
</tr>
<tr>
<td>$bb_1$: file-related system call/function call</td>
<td></td>
</tr>
<tr>
<td>(malicious executable modification)</td>
<td></td>
</tr>
<tr>
<td>$H_4 = { \text{Modification of non-executables pointing}$</td>
<td>$\Rightarrow R_{P4} = bb_1 \Rightarrow \text{Security violation [I}, DI1]$</td>
</tr>
<tr>
<td>at instrumented untrusted code or code generated by untrusted programs</td>
<td></td>
</tr>
<tr>
<td>$\Rightarrow \text{Security violation}$</td>
<td></td>
</tr>
<tr>
<td>$bb_1$: malicious modifications of a non-executable file</td>
<td></td>
</tr>
<tr>
<td>$H_5 = { \text{Infinite or quasi-infinite}$</td>
<td>$\Rightarrow R_{P5} = [bb_1 . bb_2 . \ldots . bb_j]_N \Rightarrow \text{Violation [mem. depletion]}$</td>
</tr>
<tr>
<td>loops requiring extensive access to resource $R$</td>
<td></td>
</tr>
<tr>
<td>$\Rightarrow \text{Security violation}$</td>
<td></td>
</tr>
<tr>
<td>$[bb_1 . bb_2 . \ldots . bb_j]$: sequence of basic blocks requiring</td>
<td></td>
</tr>
<tr>
<td>intensive access to resource $R$, $N \gg 1$</td>
<td></td>
</tr>
<tr>
<td><strong>Recursive security policies</strong></td>
<td></td>
</tr>
<tr>
<td>$H_6 = { \text{Non-malicious executable (E) modification}$</td>
<td>$\Rightarrow R_{P6} = bb_1 \Rightarrow \text{DBI of E [I}, DI1]$</td>
</tr>
<tr>
<td>when executed $\Rightarrow \text{Instrument modified executable}$</td>
<td></td>
</tr>
<tr>
<td>$bb_1$: file-related system call (modification of E)</td>
<td></td>
</tr>
<tr>
<td>$H_7 = { \text{“exec” function variant calls}$</td>
<td>$\Rightarrow R_{P7} = bb_1 \Rightarrow \text{DBI of arg1 [I2}, DI2]$</td>
</tr>
<tr>
<td>$\Rightarrow \text{Instrument “exec” argument (arg1)}$</td>
<td></td>
</tr>
<tr>
<td>$bb_1$: call to “exec” function variants</td>
<td></td>
</tr>
<tr>
<td>$H_8 = { \text{Newly installed programs (P)}$</td>
<td>$\Rightarrow R_{P8} = bb_1 \Rightarrow \text{DBI of P [I2}, DI2, I3, DI3, DI4]$</td>
</tr>
<tr>
<td>$\Rightarrow \text{Instrument new programs}$</td>
<td></td>
</tr>
<tr>
<td>$bb_1$: newly installed program or newly created binary</td>
<td></td>
</tr>
</tbody>
</table>

security policy and embeds an action as specified in the high-level specification. Equation (11) shows a high-level language specification template of a policy and its regular expression structure. Policies given in Table 1 take the form of direct and recursive policies. Recursive policies are applied a $j^{th}$ time when we cannot determine whether the unknown program has manifested malicious behavior after applying the policies $j - 1$ times. The rule of thumb we have applied is to flag a malicious behavior when more than 10 recursive policy calls have occurred. Table 2 presents the specific case of malicious executable modifications we have taken into consideration (corresponding to security policy $R_{P3}$).
\[ H= \begin{cases} \text{if Action}_1 \text{ then} \\ \cdots \text{ then Action}_m \Rightarrow (R_P = [bb_1.(bb_k, k \neq 2, \ldots, m)^*.[\ldots]^*bb_m \Rightarrow A) & (1) \end{cases} \]

**Detection Module.** In order to check the application’s \( R_U \) against security policy \( R_{P_i} \), we design a regular expression intersection engine, which operates as depicted in Figure 4. Intersection enables program analysis and automatic malicious behavior detection. It works as follows: \( R_U \) is scanned block by block in a top-down manner (Step 1 in Figure 4), comparing the properties of its successive basic blocks against the properties of \( R_{P_i} \)’s basic blocks. When a control transfer block (\( BB_{\text{jump}} \)) is encountered and \( BB_{\text{jump}} \) has multiple successors, **Intersect** is called recursively over each successor path (Step 2). In case basic block \( BB_h \) in \( R_U \) matches basic block \( bb_k \) in \( R_{P_i} \), **Intersect** outputs \( bb_k \) into file \( \text{Reg\_exp}_J \) for each bit \( J = 1 \) in \( BB_h \_\text{execution\_id} \). At each match between \( BB_h \) and \( bb_k \), the string of \( bb_i \)’s in each \( \text{Reg\_exp}_J \) is matched, using a standard string matching functionality, against the string representation of \( R_{P_i} \)’s regular expression. If a match occurs, a malicious behavior is captured in untrusted program execution.

**Checkpointing and Behavioral Model Generation.** This module extracts basic blocks of \( R_U \) to constitute a behavioral model \( M \). \( M \) embeds, through its reduced basic block set, permissible (or non-permissible) real-time behavior of the unknown tested program. It is a model against which the execution of the program should be monitored in the \( \text{Real} \) environment. Basic blocks in \( R_U \) that are checkpointed and added to model \( M \) can be one of the following: (1) conditional control transfer basic blocks in order to keep track of executed program paths, (2) basic blocks in \( R_U \), whose components reveal a security violation when checked with the help of the policies in Table 1 (invariants stored in such blocks are formulated as unacceptable), and (3) basic blocks in \( R_U \), whose components confirm a permissible behavior (acceptable invariants are stored in such blocks). By deriving model \( M \), we reduce the number of invariants and the required

<table>
<thead>
<tr>
<th>Malicious modifications of executable files</th>
</tr>
</thead>
<tbody>
<tr>
<td>File appending, pre-pending, overwriting with virus content or content derivatives</td>
</tr>
<tr>
<td>Overwriting executable cavity blocks (e.g., CC-00-99 blocks)</td>
</tr>
<tr>
<td>Code regeneration and integration of virus code within executable</td>
</tr>
<tr>
<td>Executable modifications to incorrect header sizes</td>
</tr>
<tr>
<td>Executable modifications to multiple headers</td>
</tr>
<tr>
<td>Executable modifications to headers incompatible with their respective sections</td>
</tr>
<tr>
<td>Modifications of control transfer instructions to point to malicious code</td>
</tr>
<tr>
<td>Modifications of function entry points to point to malicious code (API and function hooking)</td>
</tr>
<tr>
<td>Executable entry point obfuscations</td>
</tr>
<tr>
<td>Modifications of Thread Local Storage (TLS) table</td>
</tr>
<tr>
<td>Modifications to /proc/pid/exe</td>
</tr>
</tbody>
</table>
Table 3. Flags and invariants embedded within behavioral model $M$

<table>
<thead>
<tr>
<th>Flag</th>
<th>Content of relevant $BB$ in $R_U$</th>
<th>Run-time response</th>
<th>Stored invariants</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. File_Store</td>
<td>Symbolic or hard link from file $X$ to file $Y$</td>
<td>Store $X.Path$</td>
<td>None</td>
</tr>
</tbody>
</table>
| 2. Indirect_Verify | Modification of $X$ at stored $X.Path$ by process $B$ | Verify $B.path$ against invariants. Abort execution if $B$ satisfies invariants | a. $Inv_1$: $B.path = P$ ($P$: acceptable invariant of constant type)  
b. $Inv_2$: $B.path \in set_1$ ($set_1$: acceptable invariant set)  
c. $Inv_3$: $B.path \in R_f$ ($f(X)$: acceptable functional invariant, $X$: environmental value upon which $B.path$ depends) |
| 3. Mod_Verify  | Allowed modification of file $F$ | Verify $F.name$ against data invariants. Abort execution if invariants are not satisfied | a. $Inv_1$: $F.name = C$ ($C$: acceptable invariant of constant type)  
b. $Inv_2$: $F.name \in set_2$ ($set_2$: acceptable invariant set)  
c. $Inv_3$: $F.name \in R_f$ ($f(X)$: acceptable functional invariant) |
| 4. No_Mod_Verify | Not allowed modification of file $F$ | Verify $F.name$ against data invariants. Abort execution if invariants are satisfied | a. $Inv_1$: $F.name = C'$ ($C'$: unacceptable invariant of constant type)  
b. $Inv_2$: $F.name \in set_3$ ($set_3$: unacceptable invariant set)  
c. $Inv_3$: $F.name \in R_f$ ($f'(X)$: unacceptable functional invariant) |
| 5. Loop_Verify | Loop requiring extensive memory usage/access | Limit a loop execution to $\tau$ iterations | a. $Inv_1$: $loop.n \leq \tau$ ($\tau$: a constant value derived empirically) |
| 6. Exec_Verify | Call to an “exec” function variant | Verify $exec.arg_1.path$ against data invariants. Abort execution if invariants are not satisfied. Else, check the execution of $exec.arg_1.path$ against its derived model $M$ | a. $Inv_1$: $exec.arg_1.path = P$ ($P$: acceptable invariant of constant type)  
b. $Inv_2$: $exec.arg_1.path \in set_4$ ($set_4$: acceptable invariant set) |
| 7. Prog_Verify | Installation of a new program or binary | Verify $Pr.name$ against data invariants. Abort execution if invariants are not satisfied. Else, check the execution of $Pr$ against its model $M$ | a. $Inv_1$: $Pr.name = C$ ($C$: acceptable invariant of constant type)  
b. $Inv_2$: $Pr.name \in set_5$ ($set_5$: acceptable invariant set) |

storage space (as compared to the number of invariants and storage required by $R_U$) by an average of 75.46% and 64.81%, respectively, for the different virus benchmarks used.

In each basic block $BB_M$ of $M$, in addition to stored data invariants, a flag is added in order to instruct the run-time monitor what kind of action needs to be taken when $BB_M$ is reached. In Table 3, Column 1 lists the flags that can be associated with any $BB_M$, Column 2 the actions performed in the corresponding $R_U$’s basic block, Column 3 the run-time actions to take when a flagged $BB_M$ is reached, and Column 4 the various invariants stored at $BB_M$.

Automatic Input Sequence Generation Technique. The effectiveness of our tool considerably depends on code coverage, i.e., the number of paths executed in the Testing environment and the number of triggered malicious executions.
In this section, we review a system (originally presented in [24]) that allows automatically generated input sequences to exercise a high percentage of a program’s paths and is based on static binary analysis and symbolic propagation. While we realize the conservative nature of static analysis, we adopt this technique since it is able to leverage complete knowledge of a program’s structure and to resolve first-level dependencies between a program input and its control flow. Moreover, pure dynamic analysis on unknown programs, used with a random initial input, would be unable to explore all path possibilities. Future work involves input generation based on a more efficient hybrid approach combining static analysis refined by dynamic analysis performed in the Testing environment.

Figure 5 depicts the flow of the input generation technique. Our system operates on a disassembled binary. It proceeds by using symbolic propagation analysis to identify different input-dependent paths. It is basically a three-part system: (i) pre-processing, (ii) generating path predicates, and (iii) solving path predicates.

A) Pre-processing: Prior to static analysis, disassembled binaries are preprocessed in order to resolve loop unrolling and function calls. (1) Loop analysis is used to avoid infinite iterations. We limit the number of loop iterations to $\tau$, where $\tau$ iterations are sufficient for approximating a loop behavior and the dependency of the loop condition on the input ($\tau = 5$ worked well in our experiments). (2) Function call analysis is necessary to allow a more accurate propagation of symbolic inputs. Unless functions are linked dynamically, they are replaced by their corresponding code in the disassembled binary.

B) Generating path predicates: Our system operates by generating the following formulas:
- Symbolic formulas representing input constraints at input-dependent instructions, which depend (or operate) on the symbolically propagated user-input values.
- Two symbolic formulas representing input constraints at input-dependent control transfer instructions.
- Concrete input-independent formulas at input-independent instructions.

Given each instruction, our system checks whether it depends on the symbolic input, in which case, we translate the instruction to a Simple Theorem Prover (STP) [29] conditional formula. STP is an efficient decision procedure for the validity of a set of formulas. The translation is based on techniques presented in [30] and [31].
1. For instructions that perform binary, unary, and assignment operations, we generate an STP LET expression, which binds a generated variable name to the expression computed by the assembly instruction. For each operation, we use the corresponding bitwise and arithmetic STP functions.

2. For conditional control transfers, we generate two formulas, thus resulting in two sets of path predicates, one path where the current path continues with the True branch and another path where the current path continues with the False branch. Each control transfer instruction is translated into two symbolic formulas using the corresponding STP predicates.

3. For assembly instructions that do not depend on the input, the operands are set or abstracted to concrete values using the ASSERT STP function.

C) Solving path predicates: The solver that we use is STP, which has its own built-in language with specific functions and predicates. For all generated path conditions, the solver checks if the conditions are satisfiable. In case conditions are satisfiable, it generates an input sequence triggering a new path execution.

We have implemented the approach above and tested it on various benchmarks infected with known in-the-wild viruses. Results show that it is automatically and efficiently able to generate (offline) inputs used in the Testing environment. In the case where input sequences do not achieve a high coverage of an application’s possible execution paths, they can be augmented with user-provided inputs. Note that since STP is provided as a Linux library, Windows executables in the Portable Executable (PE) format are first disassembled using the PEdump Windows utility, the output of which is processed on a Linux system, following the flow of Figure 5. Objdump is used to disassemble Linux executables in the Executable and Linkable Format (ELF).

3.2 Design and Implementation of the Real Environment

This section describes the architecture of the Real environment, which performs run-time monitoring and on-line prevention of malicious code execution. The run-time monitoring mechanism is composed of two parts: the first part prevents malicious execution in program paths already analyzed in the Testing environment by checking the basic blocks in the instrumented path against those of the extracted behavioral model $M$; the second part applies the conservative security policies shown in Table 4 on newly executed paths. Both components, embedded in the run-time monitor, prevent malicious attacks in the Real environment.

<table>
<thead>
<tr>
<th>Restricted actions</th>
<th>Restrictive policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>“exec” function variants</td>
<td>Not allowed if model $M$ was not generated for the executed argument</td>
</tr>
<tr>
<td>New installed programs</td>
<td>Not allowed if model $M$ was not generated for the programs</td>
</tr>
<tr>
<td>Non-executable modification</td>
<td>Not allowed if files have root privileges</td>
</tr>
<tr>
<td>Loop execution</td>
<td>Any loop is allowed to execute $\tau$ times only. $\tau$ is derived empirically</td>
</tr>
<tr>
<td>Executable modification</td>
<td>Not allowed</td>
</tr>
</tbody>
</table>

Table 4. Restrictive policies used in the Real environment
Figure 1(b) depicts a detailed architecture of the exploit prevention system in the *Real* environment. The system consists of (1) the patching and run-time monitoring module, and (2) the new execution path handler.

**Patching and Run-time Monitoring Module:** This module first loads the extracted model $M$ and then runs the application (using a user-provided input sequence, in case the application is input-dependent) under DBI. The module identifies the first instruction executed within a basic block and delineates its boundaries. When a new basic block $BB$ is identified, its run-time loaded address is transformed into its standardized address format, which is checked against the address of basic block $BB_M$ in $M$ scanned so far. In case the two addresses do not match, the instrumentation of instructions in $BB$ is suspended until a new basic block is identified. Otherwise, the instructions in $BB$ need to be instrumented, and appropriate components listed in Figure 2(b) are extracted and checked against properties and components of $BB_M$ (Table 3, Column 3). If check results do not reveal any security breach, $BB$’s instructions are allowed to execute and commit. Otherwise, execution is aborted. If the instrumented $BB$ is a conditional control transfer basic block (i.e., $BB = BB_{jump}$), the run-time monitor identifies whether the first basic block executed after $BB_{jump}$ corresponds to a path previously tested in the *Testing* environment.

**New Execution Path Handler:** If no new path is executed, the run-time monitor compares the series of basic blocks in the given path against their corresponding blocks in model $M$. If a new path is executed, the set of restrictive policies (Table 4) is enforced at run-time before any instruction completes execution in order to prevent any malicious attack. The new path instrumentation proceeds until $BB_{join\_point}$ corresponding to $BB_{jump}$ is encountered. While the restrictive policies would eventually result in some false positives, they keep the overhead in the *Real* environment low and prevent the execution of malicious code.

Basic blocks in newly executed paths, which did not cause execution to be aborted due to violation of the restrictive security policies, are added to $M$. In case a newly executed path violates a restrictive security policy, the execution of an application is aborted.

## 4 Evaluation

This section presents the experimental evaluation of our approach in the *Testing* and *Real* environments on both Windows and Linux OSs. Our results consist of two parts. First, we investigate the accuracy of our tool in terms of detection and prevention metrics, and false positives (FP) and negatives (FN) (Section 4.1). We then present how execution time is affected by our tool (Section 4.2).

### 4.1 Virus Detection Results

In order to explore the feasibility of our approach, we have designed and implemented a prototype on both Linux and Windows OSs. On both OSs, our
Dynamic Binary Instrumentation-Based Framework for Malware Defense

The system is implemented as an on-access detection mechanism, in the sense that all programs are first run in the Testing environment. Thus, any malicious code will be intercepted and analyzed prior to execution in its Real environment.

For the Linux OS, the system used is a 3.2GHz Intel Pentium IV PC running XenLinux 2.6. Xen [32] is an open-source virtual machine monitor that supports the execution of multiple OSs. We use Xen to build two virtual domains, executed in isolation, in order to set up the Testing and Real execution environments. Xen’s domain 0, which is a privileged management domain, is used in order to create both domains, and securely migrate information (behavioral model M), through Xen’s S-Hype security hooks, between them. For the Windows OS, we have implemented each of the environments as a custom-installed VMWare [33] virtual Windows XP OS image on a 3.2GHz Intel Pentium IV PC running Windows XP. M is migrated manually between the two environments.

On both OSs, we developed our tool based on Pin [25], which provides a rich API for building a variety of instrumentation tools. Under Linux, detection of file modifications occurs at the system call-interception level. Under Windows, detection of file modifications occurs at the Windows API (WinAPI) function call/CRC-based WinAPI function call/system call-interception levels. (CRC corresponds to Cyclic Redundancy Check, CRC-based WinAPI function calls basically mean that WinAPI function names are not visible in the virus code image. Instead, function calls occur through matching of the checksum of the function names or addresses to CRC values calculated within the virus code.)

Our virus collection consisted of 72 real-world Linux viruses and 45 Windows viruses [34][35]. The virus collection contained both in-the-wild [e.g., the Binom, Bliss, and Neox viruses on Linux and the Zombie (Zmist virus version for Windows XP), Cleevix, Looked-BG, and Shrug viruses on Windows] and in-the-zoo viruses. Furthermore, we obfuscated the available Linux and Windows viruses using ELFCrypt [36] and UPX [37], and Obfuscator [38], respectively. We also ran our tool on multiple benign programs that exhibit behaviors that closely resemble those manifested by computer viruses, such as gcc, javac, gawk, and nasm for Linux, and tasm, tlink, and lcc for Windows (45 programs for Linux and 28 programs for Windows). We also tested our approach on infected versions of those programs.

Next, we present the code and path coverage of the tested applications, the virus detection result in the Testing environment, and finally the effectiveness of the prevention mechanism in the Real environment.

Code and Path Coverage. The efficiency of our approach is bounded by the number of paths covered in the Testing environment. Following the input generation method described earlier, we cover 93.68% of the paths in input-dependent programs on an average. Generated input sequences can be augmented with user-provided input in the case where they do not achieve a high coverage of an application’s possible execution paths. Another issue to address while defending against computer viruses is time and environmental constraints that restrain virus execution. The approaches in [17][31] detect such constraints, as specified in a pre-compiled constraint list, and force them to become true in order to
analyze a malware instance. Such a framework can be integrated within our system; however, for the time being, we assume that any non-executed path in the Testing environment is compensated for in the Real environment.

Virus Detection Rate in the Testing Environment. We have evaluated the effectiveness of our tool in the Testing environment by running it on the aforementioned viruses and benchmarks. Table 5 summarizes the results of our experiments, and Table 6 details the specific malicious executable modifications (as listed in Table 2) that were observed amongst tested viruses. Note that a single virus can have multiple malicious effects and can inflict multiple malicious modifications. We can see that our system has correctly classified almost all viruses and benign programs. It falsely declared one Linux virus and two Windows viruses [rows 6 and 19 (last rows corresponding to the virus category under the Linux and Windows XP OSs, respectively) in Table 5] to be benign. By manually checking the control data flow graph related to the three non-identified viruses and their resulting effects on our system, we observed that their execution did not inflict any of the malicious effects specified in our security policies. Table 7 compares the performance of our system, in detecting original [Det. rate (Orig.V.)] and obfuscated [Det. rate (Obf.V.)] viruses, with that of widely used anti-virus (AV) products. We can see that our approach largely outperforms all tested AV tools, and even the combination of all tools (union of the sets of viruses detected by each of the tools), as shown in the Union AV row in Table 7. However, one limitation of our approach, as can be seen for the case of non-detected virus instances, is its dependency on the accuracy of the security policies, and the completeness of the set of malicious behaviors these policies cover.

Virus Defense in the Real Environment. Behavioral models extracted in the Testing environment, in addition to the restrictive security policies of Table 4, successfully halted the execution of any malicious code in the Real environment. For input-dependent binaries, we have tested our approach in the Real environment using a set of inputs that was used in the Testing environment and another that was not used. Experiments in the Real environment resulted in new execution paths only 6.8% of the time. No false positives were encountered. However, due to the nature of the restrictive policies imposed on the new execution paths, we expect a small percentage of false positives to occur if spawned by adequate user-inputs.

4.2 Execution Time Overheads

This section describes how execution time is affected by our tool in both the Testing and Real environments.

Testing Environment: The key components in this environment that contribute to execution time are: (i) $t_1$: time required by binary instrumentation, (ii) $t_2$: time required by the regular expression module, (iii) $t_3$: time required by the detection module, and (iv) $t_4$: time required by the checkpointing and behavioral model generation module. Table 8 reports execution times for the different sets of viruses and benign and infected open-source benchmarks on both
Table 5. Detection and false alarm results in the Testing environment

<table>
<thead>
<tr>
<th>Category</th>
<th>#viruses</th>
<th>Suspicious effects triggering recursive policy calls</th>
<th>Malicious effects</th>
<th>FN</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linux OS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Viruses</td>
<td>60</td>
<td>0</td>
<td>malicious ELF modifications</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Viruses</td>
<td>5</td>
<td>“exec” function variant</td>
<td>malicious exec.arg₁</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Viruses</td>
<td>3</td>
<td>newly created binaries</td>
<td>malicious binary</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Viruses</td>
<td>2</td>
<td>0</td>
<td>extensive memory access</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Viruses</td>
<td>1</td>
<td>non-malicious ELF modifications</td>
<td>malicious ELF execution</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Viruses</td>
<td>1</td>
<td>0</td>
<td>ELF modification not specified in Table [3]</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Obfuscated viruses</td>
<td>153</td>
<td>0</td>
<td>malicious ELF modifications</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Obfuscated viruses</td>
<td>15</td>
<td>“exec” function variant</td>
<td>malicious exec.arg₁</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Obfuscated viruses</td>
<td>12</td>
<td>newly created binaries</td>
<td>malicious binary</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Obfuscated viruses</td>
<td>6</td>
<td>0</td>
<td>extensive memory access</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Obfuscated viruses</td>
<td>3</td>
<td>non-malicious ELF modifications</td>
<td>malicious ELF execution</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Benign programs</td>
<td>36</td>
<td>0</td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Benign programs</td>
<td>3</td>
<td>“exec” function variant</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Benign programs</td>
<td>1</td>
<td>non-executable modifications</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Benign programs</td>
<td>5</td>
<td>newly created binaries</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Infected programs</td>
<td>45</td>
<td>0</td>
<td>malicious ELF modifications</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Windows XP OS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Viruses</td>
<td>42</td>
<td>0</td>
<td>malicious PE modifications</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Viruses</td>
<td>1</td>
<td>0</td>
<td>extensive memory access</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Viruses</td>
<td>2</td>
<td>0</td>
<td>ELF modification not specified in Table [3]</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Obfuscated viruses</td>
<td>21</td>
<td>0</td>
<td>malicious PE modifications</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Benign programs</td>
<td>1</td>
<td>non-malicious PE modifications</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Benign programs</td>
<td>2</td>
<td>non-executable modifications</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Benign programs</td>
<td>2</td>
<td>newly created binaries</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Benign programs</td>
<td>23</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Infected programs</td>
<td>20</td>
<td>0</td>
<td>malicious PE modifications</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6. Observed malicious ELF/PE modifications

<table>
<thead>
<tr>
<th>#viruses</th>
<th>Malicious executable modification type</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linux OS - ELF modifications</strong></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>Entry point obfuscation [entry point virtual address (e_entry), replace nop with jmp instructions, jump addresses]</td>
</tr>
<tr>
<td>10</td>
<td>Virus appending [end of ELF file, end of .debug section, end of .text section]</td>
</tr>
<tr>
<td>4</td>
<td>Overwriting with virus code [.text section]</td>
</tr>
<tr>
<td>2</td>
<td>proc/pid/exe modification</td>
</tr>
<tr>
<td>7</td>
<td>Cavity block overwriting [.text section, insertion of jmp instructions]</td>
</tr>
<tr>
<td><strong>Windows XP OS - PE modifications</strong></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Entry point obfuscation [relative virtual address entry (AddressofEntryPoint), .reloc entries, jump addresses]</td>
</tr>
<tr>
<td>7</td>
<td>API hooking [Kernel32.dll, .idata section]</td>
</tr>
<tr>
<td>4</td>
<td>Cavity block overwriting [.reloc section, PE header]</td>
</tr>
<tr>
<td>6</td>
<td>Virus appending [end of PE file, end of .reloc section]</td>
</tr>
<tr>
<td>1</td>
<td>TLS table modification</td>
</tr>
<tr>
<td>2</td>
<td>Overwriting with virus code [.reloc section]</td>
</tr>
<tr>
<td>1</td>
<td>Header incompatible with .reloc section</td>
</tr>
<tr>
<td>1</td>
<td>Virus integration within PE file</td>
</tr>
</tbody>
</table>
Table 7. Comparison of detection results against anti-virus products

<table>
<thead>
<tr>
<th>AV product</th>
<th>Detection type</th>
<th>Det. rate (Orig.V.) (%)</th>
<th>Det. rate (Obf.V.) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linux OS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clam</td>
<td>Signature-based</td>
<td>80.55</td>
<td>38.89</td>
</tr>
<tr>
<td>F-prot</td>
<td>Signature/heuristics</td>
<td>44.44</td>
<td>1.39</td>
</tr>
<tr>
<td>Avira</td>
<td>Signature/heuristics</td>
<td>97.22</td>
<td>50.00</td>
</tr>
<tr>
<td>AVG</td>
<td>Signature-based</td>
<td>97.22</td>
<td>34.72</td>
</tr>
<tr>
<td>Sophos</td>
<td>Signature/heuristics/emulation</td>
<td>76.39</td>
<td>0.00</td>
</tr>
<tr>
<td>Union AV</td>
<td></td>
<td>97.22</td>
<td>51.39</td>
</tr>
<tr>
<td>Our system</td>
<td></td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Windows XP OS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avira</td>
<td>Signature/heuristics</td>
<td>85.71</td>
<td>47.61</td>
</tr>
<tr>
<td>Kaspersky</td>
<td>Signature/heuristics</td>
<td>28.57</td>
<td>9.52</td>
</tr>
<tr>
<td>Panda</td>
<td>Signature/heuristics</td>
<td>33.33</td>
<td>4.76</td>
</tr>
<tr>
<td>F-prot</td>
<td>Signature/heuristics</td>
<td>95.23</td>
<td>57.14</td>
</tr>
<tr>
<td>Eset</td>
<td>Signature/heuristics/emulation</td>
<td>90.48</td>
<td>57.14</td>
</tr>
<tr>
<td>Union AV</td>
<td></td>
<td>95.23</td>
<td>57.14</td>
</tr>
<tr>
<td>Our system</td>
<td></td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 8. Execution times in the Testing and Real environments

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Testing environment</th>
<th>Real environment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#BB</td>
<td>t₁</td>
</tr>
<tr>
<td>Viruses</td>
<td>2102</td>
<td>0.82</td>
</tr>
<tr>
<td>Obfuscated viruses</td>
<td>3686</td>
<td>1.01</td>
</tr>
<tr>
<td>Benign programs</td>
<td>10601</td>
<td>16.11</td>
</tr>
<tr>
<td>Infected programs</td>
<td>11972</td>
<td>19.99</td>
</tr>
<tr>
<td>Viruses</td>
<td>2740</td>
<td>1.10</td>
</tr>
<tr>
<td>Obfuscated viruses</td>
<td>3977</td>
<td>1.46</td>
</tr>
<tr>
<td>Benign programs</td>
<td>15395</td>
<td>17.57</td>
</tr>
<tr>
<td>Infected programs</td>
<td>17937</td>
<td>20.47</td>
</tr>
</tbody>
</table>

Linux and Windows OSs. Column 1 corresponds to the executed benchmark set, Column 2 lists the number of basic blocks in $R_U$ (#BB) extracted as an average for all benchmarks in a given set. Columns 3-6 report the average total time required by each of the above-mentioned components. Reported times are based on an average of 40 executions per benchmark. User input-dependent benign and infected open-source programs were tested using automatically generated inputs, augmented with user-provided inputs when necessary. Column 7 reports the average total increase in execution time (T.I.) induced by all modules (as compared to running the benchmarks without any security checks).

The execution time induced in the Testing environment (Table 8) is quite significant (the execution time goes up to an average of 26.81X on Linux and 30.35X on Windows). However, we can argue that this incurred time is acceptable and does not impose a severe limitation, since our tool performs off-line
detection in the *Testing* environment, transparently to the user, while subjecting the application to rigorous checks.

**Real Environment:** Performance in this environment is evaluated while the run-time monitor is running in parallel with the program, and performing checks against behavioral model $M$ and the list of restrictive security policies (Table 4). The key components that contribute to execution time in the *Real* environment are: (i) $t'_1$: time required by binary instrumentation, (ii) $t'_2$: time required for checking against behavioral model $M$, and (iii) $t'_3$: time required for testing a new execution path and rebuilding $M$. Table 8 reports an average (over 32 executions) of the different time components for different benchmark sets in Columns 9-11. Column 8 lists the average number of basic blocks checked at run-time [*i.e.*, number of blocks in $M$ (#$BB_M$)]. Column 12 reports the average total execution time increase (t.i.) in the *Real* environment as compared to running a standalone benchmark set without any security prevention measurements applied to it. Column 13 reports the average execution time reduction (T.R.) between the *Testing* and *Real* environments. The execution time goes up to an average of 1.20X (1.26X) on the Linux (Windows) OS in the *Real* environment [maximum of 1.31X (1.35X) and minimum of 1.07X (1.17X)]. This increase in execution time is quite minimal and compensates for the high slowdowns imposed in the *Testing* environment [to an average of 22.03X (23.72X)].

5 Conclusion

Current techniques fall short of meeting the challenges posed by the dramatic increase of malware threats, leading to escalating financial, time, productivity, and information losses. This suggests the need for a new approach for designing defense mechanisms against malware. We believe that the system we introduced in this paper is a highly efficient, practical, and scalable way to prevent a wide range of computer malware, in particular computer viruses, which are tackled here, from inflicting damage. We applied our tool to successfully detect a number of real-world computer viruses. The use of an abstracted behavioral model for system monitoring in the *Real* execution environment results in an acceptable performance penalty incurred by the user at run-time.

Limitations of our approach include its dependency on the accuracy of the security policies used and the number of observed paths, in particular, observed malicious paths, in the *Testing* environment. In our future work, we plan to explore ways to augment our static input generation technique with dynamic analysis, as the software is executed in the *Testing* environment. Also, we plan to investigate the efficiency of our approach in defending against polymorphic, self-modifying, and code integration-based viruses.
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Abstract. Embedded malware is a recently discovered security threat that allows malcode to be hidden inside a benign file. It has been shown that embedded malware is not detected by commercial antivirus software even when the malware signature is present in the antivirus database. In this paper, we present a novel anomaly detection scheme to detect embedded malware. We first analyze byte sequences in benign files to show that benign files’ data generally exhibit a 1-st order dependence structure. Consequently, conditional $n$-grams provide a more meaningful representation of a file’s statistical properties than traditional $n$-grams.

To capture and leverage this correlation structure for embedded malware detection, we model the conditional distributions as Markov $n$-grams. For embedded malware detection, we use an information-theoretic measure, called entropy rate, to quantify changes in Markov $n$-gram distributions observed in a file. We show that the entropy rate of Markov $n$-grams gets significantly perturbed at malcode embedding locations, and therefore can act as a robust feature for embedded malware detection. We evaluate the proposed Markov $n$-gram detector on a comprehensive malware dataset consisting of more than 37,000 malware samples and 1,800 benign samples of six well-known filetypes. We show that the Markov $n$-gram detector provides better detection and false positive rates than the only existing embedded malware detection scheme.

1 Introduction

Malware sophistication has evolved considerably during the last decade. In particular, due to emerging financial motivations for attackers, malware trends are now shifting towards stealthy attacks. The challenge faced by stealthy malcode is to reach vulnerable hosts undetected and then to stay undetected on the hosts. ‘The longer a threat remains undiscovered in the wild, the more opportunity it has to compromise computers before measures can be taken to protect against it. Furthermore, its ability to steal information increases the longer it remains
undetected on a compromised computer. Code obfuscation, (self-)encryption and polymorphism are commonly-used code transformations that are used by stealthy malware to avoid detection.

In their seminal work, Stolfo et al. discovered a new type of stealthy threat called embedded malware. Under this threat, the attacker embeds the malicious code or file inside a benign file on the target host. It was shown that embedded malware cannot be detected by signature-based antivirus detectors even if a malware’s exact signature is present in the detector’s database. In fact, intelligently infected files can even be opened by their respective application software without providing any observable hint of the infection. Intelligent embedding can be further enhanced to allow automatic execution of embedded malcode when the benign file is opened. Embedded malware is potentially a serious security threat and accurate anomaly detection techniques must be developed to mitigate it.

In this paper, we propose a novel statistical anomaly detection scheme for embedded malware detection. Using correlation analysis, we first show that benign files exhibit a clear 1-st order dependence structure which can be modeled using Markov chains. We therefore propose to characterize the statistical properties of a benign file using conditional $n$-gram distributions, referred to as Markov $n$-grams, instead of the traditional $n$-grams. For embedded malware detection, we compute running Markov $n$-grams over non-overlapping windows in a file. We then use an information-theoretic measure, called entropy rate, to quantify perturbations in the Markov $n$-grams due to embedded malware. The results of our experiments show that the entropy rate of Markov $n$-grams gets significantly perturbed at malware embedding locations. For automated detection, we observe that the aggregate entropy rate distribution of benign files approaches Gaussianity for large training samples. Therefore, a statistical range of benign entropy rates can be defined using the parameters of the baseline Gaussian distribution. Entropy rate values outside this range can then be classified as malicious.

We compare the proposed Markov $n$-gram detector with the only known embedded malware detector using two comprehensive and diverse infected datasets. The first dataset is created by randomly embedding malware into benign files. The second dataset is created by randomly embedding naively encrypted malware into benign files. Both datasets are generated from 1,800 benign samples (including DOC, EXE, JPG, MP3, PDF and ZIP files) and 37,420 malware samples (containing viruses, worms trojans, spyware, and exploit codes). We show that the Markov $n$-gram detector consistently outperforms the only existing embedded malware detector in terms of both detection and false positive rates. In comparison to commercial-of-the-shelf (COTS) antivirus (AV) software, our detector provides a significantly higher detection rate at the cost of higher false positive rates. Therefore, we argue that, due to their complementary strengths, very high accuracy can be achieved when the Markov $n$-gram detector is deployed in conjunction with COTS AV software.

\footnote{This is a direct consequence of the central limit theorem.}
Organization of the Paper. The rest of the paper is organized as follows. We present realistic attack scenarios for embedded malware in Section 2. In Section 3, we provide an overview of related research in the field of embedded malware detection. We then discuss in detail the infected datasets created for our research work in Section 4. Section 5 summarizes the results of our pilot experimental studies. In Section 6, we propose our Markov n-gram detector and in Section 7 we compare the detection accuracy of our proposed detector with other relevant techniques and state-of-the-art antivirus products using the infected datasets. In Section 8, we discuss the limitations of the proposed Markov n-gram detector. Finally, we conclude the paper with an outlook to our future work.

2 Attack Scenarios

In this section, we discuss potential real world attack scenarios that can be realized using embedded malware:

– As demonstrated in [3] and independently verified by us, ‘intelligently’ embedded malware inside benign (document, media or application) files does not affect their integrity as these infected files continue to open by their respective application software. In fact, our experimental studies have shown that even in the case of naive (i.e., completely random) malware embedding, 10% DOC files, 13% EXE files, 90% JPG files, 100% MP3 files, 92% PDF and 95% ZIP continue to open with or without an error message. Moreover, most of the infected files are undetected by COTS AV software. Thus an attacker can embed malware inside common benign files—for instance, a PDF help file or a common executable file like WINWORD.EXE—and the infected file will go unnoticed through the COTS AV software deployed inside the network or on the host. Such infected files can be transported to different hosts using well-known peer-to-peer file sharing software or by making the file freely available for download. Later on, a user can be tricked into starting a trigger program (in the form of a plug-in or a macro) to launch the malicious code. Examples of similar attacks have recently been reported in [3]–[6].

– Disabling macros and plug-ins is not a viable option because there are many useful benign programs (e.g., MathType, Adobe PDF printer, flash player, etc.) that are launched as macros or plug-ins. Also, in [3] the authors show that the ‘object oriented dynamic composability of modern document’ formats such as DOC, PPT and PDF allows the user to include embedded objects such as video clips, wave sounds or bitmap images inside a document. The embedded objects can be invoked by simply clicking on the object. An attacker can create a fake embedded object which, in addition to some benign looking activity, executes the malcode [3].

– In our pilot studies, we have observed that MP3 song files can serve as very potent carriers of embedded malware; 100% infected MP3 files (with embedded malware) play from start to finish without any error or degradation in
quality\textsuperscript{2}. Since most Internet song sharing portals use the MP3 file format, an attacker can use random embedding to infect a benign MP3 file by a malware and then can distribute the infected file via Internet song sharing portals or peer-to-peer file sharing software.

3 Related Work

A significant amount of research effort has recently been focused towards malware detection. To maintain focus, in this section, we describe only those approaches that target embedded malware.

– Stolfo et al. extended their previous work on identification of filetypes using n-gram analysis in \cite{2}. In their earlier analysis, called fileprint analysis, they calculated 1-gram byte distribution of a file and compared it to various models of different file types for eventual identification of the filetype. In the context of malware detection, their work focused on embedded malware detection only in PDF and DOC files. They used 3 different models for representing the benign distributions namely single centroid, multi-centroids and exemplar files as centroids. Mahanalobis distance was calculated between the distributions obtained from these models and the n-gram distribution of a given file. To avoid repetition, details of these techniques will be provided in subsequent sections.

The authors experimented with 1-gram (byte level) and 2-gram (word level) distributions. They tested their proposed scheme on a dataset comprising 31 benign application executables, 331 benign executables in the System32 folder and 571 viruses. The results of their experiments demonstrated that their scheme was able to detect a considerable proportion of the malicious files. However their approach was not capable of identifying the exact location of the embedded malware in a benign file. Therefore, it is impossible to devise an effective healing strategy for the infected files using their approach.

– In \cite{3}, the authors proposed two approaches for embedded malware detection in Microsoft Word documents. The first approach is based on static analysis and the second approach is based on run time dynamic analysis. In the static analysis approach, they used an open source application to decompose Word files into their constituent structures. They used a 5-gram model for benign and malicious documents because it provided reasonable memory and detection accuracy. Based on the 5-gram model for benign and malicious word documents, a “similarity” score was generated for both models for eventual classification. In dynamic analysis approach, they have employed sandbox-based tests to check OS crashes, unexpected changes to the underlying environment, and nonfatal application errors. However, it is acknowledged by the authors that the dynamic analysis approach is not practical to be used as an independent detection scheme.

\textsuperscript{2} This is due to the frame-based structure of MP3 files. Each frame in the MP3 file format is preceded by a re-sync marker. Corrupt frames (without re-sync markers) are simply bypassed by the media players during playback.
Table 1. Statistics of Benign Files used in this Study

<table>
<thead>
<tr>
<th>File type</th>
<th>Quantity</th>
<th>Average Size (kilo-bytes)</th>
<th>Minimum Size (kilo-bytes)</th>
<th>Maximum Size (kilo-bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOC</td>
<td>300</td>
<td>1,015.2</td>
<td>44</td>
<td>7,706</td>
</tr>
<tr>
<td>EXE</td>
<td>300</td>
<td>4,095.0</td>
<td>48</td>
<td>15,005</td>
</tr>
<tr>
<td>JPG</td>
<td>300</td>
<td>1,097.8</td>
<td>3</td>
<td>1,629</td>
</tr>
<tr>
<td>MP3</td>
<td>300</td>
<td>3,384.4</td>
<td>654</td>
<td>6,210</td>
</tr>
<tr>
<td>PDF</td>
<td>300</td>
<td>1,513.1</td>
<td>25</td>
<td>20,188</td>
</tr>
<tr>
<td>ZIP</td>
<td>300</td>
<td>1,489.6</td>
<td>8</td>
<td>9,860</td>
</tr>
</tbody>
</table>

4 Data

In this section, we first describe the benign and malware datasets used in this paper. We then introduce our tool NERGAL that embeds any given infection at any random location within a benign file. Using this tool, we produce a large embedded malware dataset.

4.1 Benign Dataset

The benign dataset for our experiments consists of six different filetypes: DOC, EXE, JPG, MP3, PDF and ZIP. These filetypes encompass a broad spectrum of commonly used files ranging from compressed to redundant and from executables to document files. Each set of benign files contained 300 typical samples of the corresponding filetype, which provide us a total of 1,800 benign files. We ensured the generality of the benign dataset by randomizing the sample sources. More specifically, we queried well known search engines with random keywords to collect these files. In addition, we also collected typical samples on the local network of our virology lab.

Some pertinent statistics of the benign dataset used in this study are tabulated in Table 1. It can be observed from Table 1 that the benign files have diverse sizes varying from 3 KB to 20 MB, with an average file size of approximately 2 MB. We show later in the paper that this diversity in file sizes provides valuable insights into an important aspect of embedded malware detection, that is, whether or not a detector is able to detect the embedded malware in large files where the statistical contents of the malicious code are simply averaged out.

The executable files collected for this study include both compiled and compressed (installation) executables. The ZIP, JPG, and MP3 file formats are inherently compressed so the n-grams on the data portion of these files should provide distributions that are fairly uniform. Evaluation and detection of embedded malware in these uniform distributions is an important issue which was originally raised in [2].

4.2 Malware Dataset

Malware samples, especially recent ones, are not easily available on the Internet. Computer security corporations do have an extensive malware collection, but
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3 The complete dataset and the tool, NERGAL, are publicly available at [http://www.nexginrc.org](http://www.nexginrc.org)
Table 2. Statistics of Malware used in this Study

<table>
<thead>
<tr>
<th>Major Category</th>
<th>Minor Category</th>
<th>Quantity</th>
<th>Average Size (kilo-bytes)</th>
<th>Minimum Size (bytes)</th>
<th>Maximum Size (kilo-bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backdoor</td>
<td>Win32</td>
<td>3,444</td>
<td>285.6</td>
<td>56</td>
<td>9,502</td>
</tr>
<tr>
<td>Constructor</td>
<td>DOS</td>
<td>178</td>
<td>104.2</td>
<td>62</td>
<td>7,241</td>
</tr>
<tr>
<td>Constructor</td>
<td>Win32</td>
<td>172</td>
<td>398.5</td>
<td>371</td>
<td>5,971</td>
</tr>
<tr>
<td>Email Flooder</td>
<td>-</td>
<td>148</td>
<td>343.5</td>
<td>1,430</td>
<td>4,262</td>
</tr>
<tr>
<td>Email Worm</td>
<td>Win32</td>
<td>935</td>
<td>73.5</td>
<td>148</td>
<td>762</td>
</tr>
<tr>
<td>Exploit</td>
<td>-</td>
<td>242</td>
<td>101.1</td>
<td>370</td>
<td>1,912</td>
</tr>
<tr>
<td>Flooder</td>
<td>-</td>
<td>154</td>
<td>168.1</td>
<td>486</td>
<td>981</td>
</tr>
<tr>
<td>IRC Worm</td>
<td>-</td>
<td>485</td>
<td>34.4</td>
<td>56</td>
<td>1,072</td>
</tr>
<tr>
<td>Nuker</td>
<td>-</td>
<td>140</td>
<td>188.1</td>
<td>4,000</td>
<td>680</td>
</tr>
<tr>
<td>Trojan</td>
<td>BAT</td>
<td>649</td>
<td>20.2</td>
<td>12</td>
<td>708</td>
</tr>
<tr>
<td>Trojan</td>
<td>DOS</td>
<td>971</td>
<td>27.0</td>
<td>4</td>
<td>1,818</td>
</tr>
<tr>
<td>Trojan</td>
<td>Win32</td>
<td>983</td>
<td>125.4</td>
<td>12</td>
<td>2,998</td>
</tr>
<tr>
<td>Virus</td>
<td>Boot</td>
<td>1,514</td>
<td>32.5</td>
<td>108</td>
<td>1,490</td>
</tr>
<tr>
<td>Virus</td>
<td>DOS</td>
<td>16,236</td>
<td>18.7</td>
<td>5</td>
<td>1,860</td>
</tr>
<tr>
<td>Virus</td>
<td>MS Office</td>
<td>2,596</td>
<td>53.5</td>
<td>118</td>
<td>4,980</td>
</tr>
<tr>
<td>Virus</td>
<td>Win32</td>
<td>991</td>
<td>44.3</td>
<td>175</td>
<td>1,018</td>
</tr>
<tr>
<td>Worm</td>
<td>Win32</td>
<td>153</td>
<td>110.5</td>
<td>97</td>
<td>2,733</td>
</tr>
</tbody>
</table>

unfortunately they do not share their malware databases on the Internet. We could only locate ‘VX Heavens Virus Collection’ [11] database which is available for free download in the public domain. This is a comprehensive database that contains a total of 37,420 malware samples. The sample consists of backdoors, constructors, flooders, nukers, sniffers, droppers, spyware, viruses, worms and trojans etc.

A detailed description of the malware used in our study is provided in Table 2. The average malware size in this dataset is 64.2 KB. Note that this size is significantly larger than the average size (2 MB) of the benign files. Moreover, the sizes of malware samples used in our study vary from 4 bytes to more than 14 MB. Clearly, small sized malware are harder to detect than larger ones.

4.3 Infected Dataset

We developed an inhouse software tool, called NERGAL, that could insert an infection into benign files at any given location in the benign file. NERGAL ensure that the infections are inserted after the header of the benign files to avoid file corruption. The tool also generates a detailed infection report, which provides details about the sample malware that was used to infect each benign sample and its offset in each sample.

We have created two infected datasets for this study. The first infected dataset is created by simple embedding malware inside benign files. The second infected dataset is created by encrypting the malware before embedding. We use the ROT-13 Caesar cipher for malware encryption. While more sophisticated encryption techniques are certainly possible, we use a simple substitution cipher because it does not alter the inherent statistical properties of the malcode. Therefore, while COTS AV software will not be able to detect this naively encrypted malcode, we can intuitively argue that the accuracy of anomaly detection techniques should remain unaffected under this simple encryption. (We show later that this is not the case.)
The complete virus dataset is used for every filetype mentioned in the benign dataset. Therefore, the embedded malware dataset for each filetype consists of 37,420 files and the total number of files in both infected datasets are 449,040. The average file size in both datasets is 2,267.5 KB.

5 Pilot Experimental Studies

In this section, we repeat and extend the pilot experiments of [2] on our infected dataset. Moreover, we evaluate the accuracy of the Mahalanobis distance based detector which was proposed in [2].

In [2], the authors proposed to use $n$-gram analysis for embedded malware detection. An $n$-gram of a sequence is a normalized frequency histogram (or the distribution) of $n$ bit symbols in the sequence. Stolfo et al. [2] used 1-Centroid, Multi-Centroids and Exemplar files as centroids for modeling benign and malware files. 1-gram and 2-gram distributions were used for this purpose. Mahalanobis distances of a given (unknown) file from the benign and the malware model were used for classification. We also wanted to compare our proposed scheme with the static detection approach proposed of [3]. However, it was not possible because their approach is specific to Microsoft Word and similar document formats.

Before evaluating the previous work, we highlight that two desirable accuracy objectives of an embedded malware detector are: 1) to detect infected files and 2) to identify the likely location of the embedded infection. We refer to these two objectives as detection and location identification, respectively. The technique of [3] reported a reasonable detection accuracy when the infection appeared at the start or the end of a file. However, their proposed scheme could not provide location identification.

5.1 Whole File $n$-Grams for Embedded Malware Detection

One major assumption of the prior study was that the infection appears only at the start or the end of the benign file [2]. Therefore, $n$-gram analysis was applied only on the truncated files [2]. We argue that this assumption is unrealistic because it is not capable of detecting embedded malware in the middle of the file. In fact, in our experiments we observed that malware embedded at the start of benign files is detected more frequently by COTS AV software than malware embedded in the middle. Therefore, a pragmatic embedded malware detector should look at the statistical contents of an entire file rather than focusing on a specific location. We hence revoke the assumption of file truncation and compute $n$-grams on whole files.

\footnote{Here we acknowledge the complexity incurred by $n$-gram analysis of whole files. Nevertheless, we tradeoff complexity for accuracy throughout this paper. In other words, we expect that the proposed detector will be complemented by signature-based detector.}
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Fig. 1. Comparison of 1-gram histograms of benign and infected files

Figures 1(a) and 1(b) show the comparison of whole file 1-grams of sample benign and infected PDF and JPG files, respectively. It can be clearly seen that no discernable change in the 1-grams is evident in Figures 1(a) and 1(b). It can be intuitively argued that whole file 1-grams of infected files do not change when the size of the benign file is significantly larger than the malware size because the statistical contents of the embedded malware are averaged out by large amounts of benign data. (Recall that the average sizes of the benign and malware files in Tables 1 and 2 were 2 MB and 64.2 KB, respectively.) This situation is quite common because malware are generally designed to have small sizes to make them fit inside buffer overflows/file pads/email attachments or to avoid network-based detection during an initial downloading stage.

5.2 Block-Wise $n$-Grams for Embedded Malware’s Location Identification

The authors in [2] carried out $n$-gram analysis of a file in a block-wise manner in order to detect the exact location of the embedded malware. Experiments were repeated using block sizes of 500 bytes and 1000 bytes. The significance of the block size is that it sets an approximate bound on the minimum size of malware that can be possibly detected. We repeated these block-wise $n$-gram experiments on our datasets as well. Figure 2 shows some representative results of the Mahanalobis distance between the block-wise 1-gram distribution and the benign file model. We use a block size of 1000 bytes and plot the Mahanalobis distance between every block and the benign file model; qualitatively similar results were obtained for other block sizes. One can see in Figure 2 that the block-wise 1-gram Mahanalobis distance does not provide significant perturbations that could help in detecting the embedded malware. Figure 2(a) shows the best results with a considerable drop in the Mahanalobis distance. However, one can also observe similar or even larger drops in the benign file regions as well.

Another trend to be observed from Figures 2(a) and 2(b) is that the distance value stays more or less constant in the embedded malware blocks. Interestingly, however, even these trends could not be considered as a common feature across

---

5 Byte value 0 has the highest frequency because of zero padding that is used for block alignment.
Fig. 2. Block-wise 1-gram Mahalanobis distance is unable to show significant perturbations in the infected regions. The horizontal thick bars show the location of the embedded malware.

all our experiments as depicted in Figure 2(c). Thus, the Mahalanobis distance of 1-gram distribution of the infected files does not provide us with any concrete measure to robustly detect the embedded malware.

As a logical improvement of 1-gram analysis, we repeated our experiments to analyze the behavior of block-wise Mahalanobis distances of 2-gram distributions; block size is 1000 bytes. Figure 3 shows some representative results for the 2-gram block-wise Mahalanobis distance. These experiments reveal that, despite the increased computational complexity, the performance of the Mahalanobis distance based detector does not improve significantly. Figure 3(a) is an exception where the 2-gram clearly shows discernable decrease in the Mahalanobis distance. Here, we can intuitively argue that the block size of 1000 bytes does not provide enough data to compute an effective statistical distribution. Specifically, in case of 2-gram distribution we only have 1000 data values to fill 65,536 bins. The ratio (data values to distribution bins) of about 1 : 65 for 2-gram is in stark contrast to the ratio of about 4 : 1 for 1-gram using the block size of 1000 bytes. A simple solution to this problem is to increase the block size. However, as stated previously, the block size roughly defines the lower bound on the minimum size of malware that can be detected. Therefore, there is an inherent tradeoff between the block size and the minimum malware size that can be detected: increasing the block size means higher false negative rates thereby degrading the accuracy of the detector. This reason stopped us from increasing the value of $n$ and we did not extend our study beyond 2-grams.

5.3 Discussion

The pilot studies of this section indicate that the block-wise Mahalanobis distance of 1- and 2-gram distributions cannot accurately detect embedded malware. At this point, we conjecture that either $n$-gram analysis is not a good method for embedded malware detection or Mahalanobis distance is not a good enough quantification measure for differentiating between benign and malicious
n-grams. Let us first analyze the latter conjecture which will inadvertently lead us to a substantiation of the former. To quantify changes in the n-gram distributions, we use the entropy measure which has been quite effective in quantifying changes in traffic feature distributions [9].

Entropy measures the degree of dispersal or concentration of a distribution [10]. In information-theoretic terms, entropy of a probability distribution defines the minimum average number of bits that a source requires to transmit symbols according to that distribution. Let $X$ be a discrete random variable such that $X = \{x_i, i \in \Delta_n\}$, where $\Delta_n$ is the image of the random variable. Then entropy of $X$ is defined as:

$$H(X) = -\sum_{i \in \Delta_n} p(x_i) \log_2 p(x_i).$$

(1)

For the present embedded malware detection problem, if the statistical contents of the malware are different from the benign file, then entropy of the block-wise distribution on the infected file should change at the embedding location. We, however, observed that entropy calculation on 2-grams provide qualitatively similar results to the Mahanalobis distance.

The failure of both Mahanalobis distance and entropy measures further strengthens our conjecture that a simple n-gram distribution does not provide sufficient information to detect embedded malware. Consequently, a detector based on simple n-grams meets neither the detection nor the location identification objectives that we set at the beginning of this section. To rectify this shortcoming in the n-gram distributions, in the following we provide a different method of computing n-grams in the following sections.

6 Modeling and Quantification of n-Gram Information

We first note that the 2-gram distribution is in fact the joint distribution of two 1-gram symbols. This joint distribution may contain some redundant information
which is not pertinent to the present embedded malware detection problem. For accurate detection, it is important that this redundancy is removed. To this end, we analyzed a number of statistical properties of the benign files’ n-grams. One relevant property that provided us interesting insights into statistical properties of file data was the analysis of byte level autocorrelation of benign files.

6.1 Correlation in File Data

Autocorrelation describes the correlation between the random variables in a stochastic process at different points in time. For a given lag $k$, the autocorrelation function of a stochastic process, $X_i$ (where $i$ is the time index) is defined as:

$$\rho[k] = \frac{E\{X_0X_k\} - E\{X_0\}E\{X_k\}}{\sigma_{X_0}\sigma_{X_k}},$$

where $E\{\cdot\}$ represents the expectation operation and $\sigma_{X_i}$ is the standard deviation of the random variable at time lag $i$. The value of the autocorrelation function lies in the range $[-1, 1]$, where $\rho[k] = 1$ means perfect correlation at lag $k$ (which is obviously true for $k = 0$) and $\rho[k] = 0$ means no correlation at all at lag $k$.

To observe the level of spatial dependence in the byte sequences of benign files, we computed their sample autocorrelation functions. Figures 4(a) and 4(b) show the autocorrelation function plotted versus the lag for EXE and DOC files, respectively. These autocorrelation results clearly show that the byte sequences in benign files have 1-st order dependence because the autocorrelation value takes a fairly significant dip at $k = 2$ and remains constant for higher values of lag. In other words, once a byte $S_i$ appears, it is more likely that it will be followed by $S_i$ at the next byte location. Clearly, if we are in a zero padded region of a benign file, a zero valued symbol is highly likely to be followed by another zero valued symbol.

This 1-st order spatial dependence of benign files has direct implications on the present embedded malware detection problem mainly because this structure
is not observed in malware files, see Figure 4(c). In fact, instead of the 1-st order dependence, we can instead observe high correlation at \( k = 6, 12, \) and 18. This lack of 1-st order spatial dependence of a malware can be easily observed by examining the signature of the Code Red II Worm given below [8]:

```
GET /default.ida?XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
%u9090%u6858%ucbd3%u7801%u9090%u6858%ucbd3%u7801%u9090%u6858%ucbd3%u7801
%u9090%u9090%u8190%u00c3%u0003%u8b00%u531b%u53ff
%u0078%u0000%u00=a HTTP/1.0
```

We can see in the signature of Code Red II that it consists of sub-blocks of 6 bytes, as a result, the high correlation values are observed at \( k = 6 \) or its integral multiples.

**Discussion.** In addition to the CodeRed example shown in Figure 4(c), we also conducted correlation experiments on other malware and benign filetypes. These correlation results were consistent with the already presented results. We hence deduce that the 1-st order dependence structure due to zero pads in benign files is not present in malcode. This result is also intuitive because a main objective of effective malcode development is to limit the size of the malcode. (Small sized malware can fit into buffer overflows and can avoid arousing suspicion during transmission over the network.) This objective is clearly defeated if an attacker allows a large zero pads inside the malcode file.

We note that the difference in 1-st order correlation structure of benign and malicious files is actually a distinguishing feature that can be used to detect embedded malware. Therefore, in the following section we model and quantify this distinguishing feature.

### 6.2 A Statistical Model of Benign Byte Sequences

We now focus on developing a model for the correlation structure observed in benign files. Since the correlation shows 1-st order dependence, the underlying random process (i.e., the byte sequence of benign files in the present context) can be modeled using an order-1, discrete time Markov chain [10]. Here we note that a Markov chain characterizes a process in terms of conditional distribution of its states. For a byte level distribution, a Markov representation simply implies \( 2^8 = 256 \) conditional probability distributions, each corresponding to a different byte value. These conditional distributions reduce the size of the underlying sample space which in the present problem corresponds to removing redundant information from the joint distribution.

The Markov Chain used to model the conditional byte distribution is an order-1 (256 state) Markov chain. The transition probabilities are computed by counting the number of times byte \( i \) is followed by byte \( j \). These probabilities can
also be expressed as a transition probability matrix. If the probability of moving from state \( i \) to \( j \) is \( p_{i,j} \), then the transition matrix for the present problem is given by:

\[
P = \begin{bmatrix}
p_{0,0} & p_{0,1} & \cdots & p_{0,255} \\
p_{1,0} & p_{1,1} & \cdots & p_{1,255} \\
\vdots & \vdots & \ddots & \vdots \\
p_{255,0} & p_{255,1} & \cdots & p_{255,255}
\end{bmatrix}
\]

Each row of this transition probability matrix provides the conditional distribution for a distinct byte value. Thus the total number of variables that characterize this random process (65,536 floating point values) is the same as the 2-gram distribution. However, these Markov chains provide an alternative, non redundant and conditional representation of the jointly distributed 2-gram values. Henceforth, we refer to this representation as Markov n-grams.

We now need an accurate measure that can quantify changes in the Markov transition probabilities. This measure is presented in the following section.

### 6.3 Quantification of Perturbations in Markov n-Grams

We need a mathematical measure to quantify changes or perturbations in the Markov n-gram’s transition probability matrix. To this end, we use an information theoretic measure, called entropy rate, which quantifies the time density of the average information in a stochastic process [10]. Entropy rate for a sequence of discrete finite random variables \( X_1, X_2, \ldots, X_n \) is defined as:

\[
R = \lim_{N \to \infty} \frac{H(X_1, X_2, \ldots, X_n)}{N},
\]

where \( H(X_1, X_2, \ldots, X_n) \) is the joint entropy of random variables \( X_1, X_2, \ldots, X_n \). \( R \) does not exist in general. However, for the present n-gram Markov chain with 256 states, the entropy rate can be computed using (1) as:

\[
R = \sum_{i=0}^{255} \pi_i H(X_i),
\]

where \( \pi_i \) represents the equilibrium probability of being in state \( i \) and \( H(X_i) \) is the entropy of the conditional distribution of state \( i \) (i.e., the entropy of row \( i \) of the transition probability matrix).

Asymptotic properties of the entropy rate measure are applicable only in case of stationary Markov chains [10]. We acknowledge that in general stationarity will not hold for the present problem. However, the entropy rate expression does provide us with the expected entropy of a discrete time Markov chain. Since we rely on the premise that the statistical properties of the embedded malware will be different from the statistical properties of the benign file in which it is embedded, expected entropy of the consequent Markov chain (derived from the infected file) should be perturbed at the embedding locations.
Figure 5 shows the entropy rate of infected files of every filetype used in our study. It is clear from Figure 5 that the perturbation is more profound as compared to those obtained using 1-gram Mahalanobis distance or 2-gram Mahalanobis distance. This clearly verifies our earlier hypothesis that the conditional distribution discards the redundant information contained in the joint $n$-gram distribution, thus providing us a compact representation of the file data.

The results of Figure 5 show that the entropy rate of Markov $n$-grams can quantify and highlight perturbations at the locations of the embedded malware. Thus this measure satisfies the detection and location identification objectives that we have set for an effective embedded malware detector. However, for automated detection, we must threshold entropy rate values above and below which an infection would be detected. The following section provides a flexible yet accurate method of defining this threshold.

### 6.4 Classification Using Entropy Rate Thresholding

For classification purposes, we need to set an appropriate threshold value on the block-wise entropy rate values. For this purpose, we develop a generic model of block-wise entropy rate values in the benign files. During our pilot studies, we observed that the block-wise values of entropy rates varied in the range of $[0, 3]$. Therefore, we generated an entropy rate histogram using 300 equal sized bins. We normalized this histogram to obtain the sampled entropy rate distribution. Figure 6 shows that the sum of sampled entropy rate distributions
approaches Gaussianity as the number of samples (i.e., the benign files used for training) approaches infinity. This is a consequence of the central limit theorem which asserts that, for independent finite variance entropy rate distributions, an aggregated distribution should be normally distributed.

Normal distribution is completely specified by its first and second central moments: mean ($\mu$) and variance ($\sigma^2$). Since 99.99% of the times a normal distribution does not deviate from its mean by more than 5 standard deviations, we can set the upper and lower detection thresholds as: $\eta_{\text{low}} = \mu - 5\sigma$ and $\eta_{\text{high}} = \mu + 5\sigma$, respectively. Moreover, we integrate the sampled entropy rate distribution of a test file outside these points to obtain area at the fringes of the distribution and set a classification threshold $k$ on this area. If the area outside the $[\eta_{\text{low}}, \eta_{\text{high}}]$ range is greater than $k$ then the test file is classified as malicious. Conversely, if the area inside the $[\eta_{\text{low}}, \eta_{\text{high}}]$ range is less than or equal to $(1 - k)$ only then an alarm is raised. The value of this threshold was tuned for the best performance in the ROC space using a randomly sampled training dataset which was 5% of the total testing dataset [16]. Suitable values of this threshold were different for different filetypes. The highest value of $k$ was observed for the DOC filetype. An intuitive feel for the high value of $k$ for DOC files can be developed with the help of Figure 6. DOC filetype shows worst convergence to Gaussianity, i.e., significant amount of area is present at the fringes (see Figure 6(a)). This logically leads us to set a relatively higher value of the threshold ($k$) for DOC files.

**Discussion.** Based on the results of this section, we conclude that entropy rate of Markov $n$-grams can achieve both accuracy objectives (i.e., detection and location identification) that we expect from an embedded malware detector. To
the best of the authors’ knowledge, the location identification objective cannot be achieved by any existing embedded malware detector. Moreover, and again in contrast to existing techniques [2, 3], malware data is not required to train our proposed detector. This makes the Markov n-gram detector a true anomaly detector that detects maliciousness by flagging deviations from a robust model of normal behavior. In addition to these desirable properties, the following section shows that the proposed detector provides better accuracy than existing schemes.

7 Classification Results

As mentioned in Section 4, we perform classification on two infected datasets, each consisting of 224,520 infected files created by infecting benign files of six common types: DOC, EXE, JPG, MP3, PDF, ZIP. For the training of our proposed scheme, we use 5% of the benign dataset.

Table 3 provides the detection rates of 3 fully updated commercial antivirus products: McAfee Antivirus [12], AVG Antivirus [14] and Kaspersky Antivirus [13], and our Markov n-gram detector. The results tabulated in Table 3 reaffirm that: commercial antivirus products are not effective in detecting embedded malware. Moreover, and as expected, the detection rate for all COTS AV software degrade to 0% for the encrypted dataset. The false positive rates for these AV products are also 0% because they mostly use signature-based scanning techniques. Mahanalobis n-gram detector performs much better than COTS AV software. However, its performance also degrades for the encrypted dataset. In comparison, our proposed Markov n-gram detector achieves the best average detection rate with a reasonable average false positive rate. Furthermore, the accuracy of the Markov n-gram detector persists for the encrypted dataset. This is because entropy of a random variable is not dependent on the values or image of the underlying random variable. Therefore, a shift in the histogram does not change the entropy rate values.

The reason for less than 100% detection rate of Markov n-gram detector can be traced back to our earlier comment in Section 5.2; the lower bound on size of detectable embedded malware is roughly set by the block’s size. Now recall that we have used a block size of 1000 bytes, while the size of 23.6% files in the VX Heavens malware dataset ([11]) is less than 1000 bytes. Nevertheless, even under this block’s size limitation, the smallest malware that the proposed Markov n-gram detector is able to detect is Worm.Win32.Netsp, which is only 343 bytes. We also note that 8.2% of files in the VX Heavens malware dataset are smaller than 343 bytes. These file comprise malware that the proposed detector is unable to detect.

We argue that it is not entirely fair to compare the accuracy of the Markov n-gram detector with the scheme proposed in [2] because their scheme focuses on detection while ignoring location identification, whereas the detector proposed in this paper caters for both of these objectives. Despite this fact, the accuracy of the Markov n-gram detector is significantly higher than the Mahanalobis
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Table 3. Detection (TP) rate and False Positive (FP) rate of Antivirus and Anomaly Detectors

<table>
<thead>
<tr>
<th></th>
<th>McAfee</th>
<th>AVG</th>
<th>Kaspersky</th>
<th>Mahanalobis n-gram Detector</th>
<th>Markov n-gram Detector</th>
<th>Percentage Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Antivirus</td>
<td>Antivirus</td>
<td>Antivirus</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[12]</td>
<td>[14]</td>
<td>[13]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>unencrypted DOC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>0.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>65.6%</td>
<td>66.3%</td>
<td>0.7%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>48.8%</td>
<td>29.2%</td>
<td>19.6%</td>
</tr>
<tr>
<td>encrypted DOC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>57.6%</td>
<td>67.7%</td>
<td>10.1%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>46.2%</td>
<td>31.4%</td>
<td>14.8%</td>
</tr>
<tr>
<td>unencrypted EXE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>2.7%</td>
<td>1.3%</td>
<td>0.1%</td>
<td>54.1%</td>
<td>84.9%</td>
<td>30.8%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>47.3%</td>
<td>16.7%</td>
<td>30.6%</td>
</tr>
<tr>
<td>encrypted EXE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>56.1%</td>
<td>84.5%</td>
<td>28.4%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>54.3%</td>
<td>17.2%</td>
<td>37.1%</td>
</tr>
<tr>
<td>unencrypted JPG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>76.3%</td>
<td>95.4%</td>
<td>19.1%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>35.7%</td>
<td>2.7%</td>
<td>33.0%</td>
</tr>
<tr>
<td>encrypted JPG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>68.9%</td>
<td>94.6%</td>
<td>25.7%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>46.7%</td>
<td>3.5%</td>
<td>43.2%</td>
</tr>
<tr>
<td>unencrypted MP3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>63.8%</td>
<td>95.0%</td>
<td>31.2%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>32.3%</td>
<td>0.2%</td>
<td>32.1%</td>
</tr>
<tr>
<td>encrypted MP3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>58.6%</td>
<td>96.1%</td>
<td>37.5%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>48.3%</td>
<td>0.2%</td>
<td>48.1%</td>
</tr>
<tr>
<td>unencrypted PDF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>5.2%</td>
<td>2.5%</td>
<td>3.0%</td>
<td>75.4%</td>
<td>84.5%</td>
<td>9.1%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>46.8%</td>
<td>31.8%</td>
<td>15.0%</td>
</tr>
<tr>
<td>encrypted PDF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>63.2%</td>
<td>84.8%</td>
<td>21.6%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>45.5%</td>
<td>31.9%</td>
<td>13.6%</td>
</tr>
<tr>
<td>unencrypted ZIP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>60.0%</td>
<td>90.4%</td>
<td>30.4%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>29.9%</td>
<td>8.3%</td>
<td>21.6%</td>
</tr>
<tr>
<td>encrypted ZIP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>55.5%</td>
<td>90.6%</td>
<td>35.1%</td>
</tr>
<tr>
<td>FP rate</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>28.0%</td>
<td>8.9%</td>
<td>19.1%</td>
</tr>
</tbody>
</table>

detector. The bold right column in Table 3 gives the percentage improvement in the TP rate and the FP rate for the Markov n-gram detector as compared to the Mahanalobis n-gram detector. It can be observed that the TP rate of the Markov n-gram detector is on the average 20.2% and 26.4% greater than the TP rate of the Mahanalobis detector for non-encrypted and encrypted datasets, respectively. Similarly, the FP rate of the Markov n-gram detector is on the average 21.9% and 29.3% smaller than the FP rate of Mahanalobis detector for non-encrypted and encrypted datasets, respectively. The clearly indicates the superior detection accuracy and robustness of our proposed detector as compared to the detector proposed by the authors in [2].

We, however, do admit that the FP rates for DOC and PDF files are still significantly high albeit much smaller as compared to the Mahanalobis detector. Our investigation revealed that embedded objects are allowed both in PDF and DOC files. The entropy rate at the location of these objects, at times, also shows a significant perturbation. As a result, our detector is mislead to classify these
objects as malware. We will shortly introduce our hybrid strategy that will solve this problem of high FP rate.

Another important conclusion of the research by the authors in [2] is: if the size of the benign file in which the infection is inserted is between 10 KB and 10 MB then on the average the false positive rate of their scheme surges to 50%. In comparison, our scheme has two desirable features: 1) capability to identify block/blocks of benign file in which the infection was inserted; 2) a significantly smaller false positive rate relative to the Mahanalobis $n$-gram detector. Here, we must note that sizes of more than 90% of the benign files in our dataset also lie in the 10 KB to 10 MB range (average size = 2 MB). This encouraging performance clearly substantiates the potential of the Markov $n$-gram detector for embedded malware detection.

8 Limitations of the Markov $n$-Gram Detector

In this section, we present the limitations of the Markov $n$-gram detector proposed in this paper.

- The first, and perhaps the biggest, shortcoming of the proposed Markov $n$-gram detector is its high false positive rate for certain types of files. We, however, believe that these false positives can be significantly reduced if we use the proposed detector as a preprocessor to the COTS AV detection software. During this preprocessing stage, the Markov $n$-gram detector can be utilized to detect the presence and the location of embedded malware inside a benign file, albeit with false positives. We can then extract a small portion of the file around the infected location into a separate standalone file. The COTS AV software can then scan the new (extracted) file for the presence of a known malcode signature. Clearly, this hybrid detection strategy will significantly lower the false positives, while still maintaining the high detection rate of our detector. This hybrid detection strategy is only realizable because our detector can identify the location of the embedded malware.

- One form of the embedded malware discussed in this paper is dormant (see Section 2 for more details), which does not pose any direct threat to the victim machine. The dormant form of embedded malware requires another program (such as a trojan) to extract and activate it. As a results, this problem is similar to detecting watermarks or steganographic content. It is unlikely that our scheme will detect a malware embedded using the advanced steganographic embedding schemes. However, the use of advanced steganographic schemes have two major drawbacks when considered in the context of embedded malware: 1) the steganographic embedding and extraction algorithms have high memory and computational overheads; 2) they are media specific, i.e. they are specific for images, audio or video content, so they cannot be generalized to all filetypes. The first drawback implies that the steganographic extraction algorithm should be present on the victim machine. Transfer of extraction program to the victim machine is an additional and undesirable overhead. Also, the computational overhead, at
the victim machine, imposed due to the extraction algorithm allows for host based anomaly detection. The second drawback limits the scope of the threat posed by embedded malware.

- Since the underlying principle of our proposed detector is based on statistical analysis, a crafty attacker may launch a mimicry attack [17] by modifying the malcode to have a benign looking statistical distribution [3]. Polymorphic attack engines can be used to modify the statistical distribution of a code segment to avoid detection by our proposed detector. This unfortunate limitation is not specific to the Markov n-gram detector and is applicable to any anomaly detector, including the Mahanalobis n-gram detector and COTS AV software [17].

9 Conclusions

In this paper, we proposed a novel embedded malware detection scheme based on the principles of statistical anomaly detection. This scheme, to the best of our knowledge, is the first anomaly based malware detection approach that has the capability to locate the position of the infection in an infected file. Our proposed Markov n-gram detector has significantly better detection rate than exiting detectors. Moreover, due to its ability to identify the location of an embedded malware, the proposed detector can provide very low false positive rates when used in conjunction with existing COTS AV software.
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Abstract. Malicious software in form of Internet worms, computer viruses, and Trojan horses poses a major threat to the security of networked systems. The diversity and amount of its variants severely undermine the effectiveness of classical signature-based detection. Yet variants of malware families share typical behavioral patterns reflecting its origin and purpose. We aim to exploit these shared patterns for classification of malware and propose a method for learning and discrimination of malware behavior. Our method proceeds in three stages: (a) behavior of collected malware is monitored in a sandbox environment, (b) based on a corpus of malware labeled by an anti-virus scanner a malware behavior classifier is trained using learning techniques and (c) discriminative features of the behavior models are ranked for explanation of classification decisions. Experiments with different heterogeneous test data collected over several months using honeypots demonstrate the effectiveness of our method, especially in detecting novel instances of malware families previously not recognized by commercial anti-virus software.

1 Introduction

Proliferation of malware poses a major threat to modern information technology. According to a recent report by Microsoft [1], every third scan for malware results in a positive detection. Security of modern computer systems thus critically depends on the ability to keep anti-malware products up-to-date and abreast of current malware developments. This has proved to be a daunting task. Malware has evolved into a powerful instrument for illegal commercial activity, and a significant effort is made by its authors to thwart detection by anti-malware products. As a result, new malware variants are discovered at an alarmingly high rate, some malware families featuring tens of thousands of currently known variants.

In order to stay alive in the arms race against malware writers, developers of anti-malware software heavily rely on automatic malware analysis tools. Unfortunately, malware analysis is obstructed by hiding techniques such as polymorphism and obfuscation. These techniques are especially effective against byte-level content analysis [18, 20] and static malware analysis methods [8, 10, 12]. In contrast to static techniques, dynamic analysis of binaries during run-time enables monitoring of malware behavior,
which is more difficult to conceal. Hence, a substantial amount of recent work has focused on development of tools for collecting, monitoring and run-time analysis of malware [3, 5, 6, 15, 23, 24, 26, 28, 37, 39].

Yet the means for collection and run-time analysis of malware by itself is not sufficient to alleviate a threat posed by novel malware. What is needed is the ability to automatically infer characteristics from observed malware behavior that are essential for detection and categorization of malware. Such characteristics can be used for signature updates or as an input for adjustment of heuristic rules deployed in malware detection tools. The method for automatic classification of malware behavior proposed in this contribution develops such a characterization of previously unknown malware instances by providing answers to the following questions:

1. **Does an unknown malware instance belong to a known malware family or does it constitute a novel malware strain?**
2. **What behavioral features are discriminative for distinguishing instances of one malware family from those of other families?**

We address these questions by proposing a methodology for learning the behavior of malware from labeled samples and constructing models capable of classifying unknown variants of known malware families while rejecting behavior of benign binaries and malware families not considered during learning. The key elements of this approach are the following:

(a) Malware binaries are collected via honeypots and spam-traps, and malware family labels are generated by running an anti-virus tool on each binary. To assess **behavioral patterns** shared by instances of the same malware family, the behavior of each binary is monitored in a sandbox environment and behavior-based analysis reports summarizing operations, such as opening an outgoing IRC connection or stopping a network service, are generated. Technical details on the collection of our malware corpus and the monitoring of malware behavior are provided in Sections 3.1–3.2.

(b) The learning algorithm in our methodology embeds the generated analysis reports in a high-dimensional vector space and learns a **discriminative model** for each malware family, i.e., a function that, being applied to behavioral patterns of an unknown malware instance, predicts whether this instance belongs to a known family or not. Combining decisions of individual discriminative models provides an answer to the first question stated above. The embedding and learning procedures are presented in Sections 3.3–3.4.

(c) To understand the importance of specific features for classification of malware behavior, we exploit the fact that our learning model is defined by weights of behavioral patterns encountered during the learning phase. By sorting these weights and considering the most prominent patterns, we obtain characteristic features for each malware family. Details of this feature ranking are provided in Section 3.5.

We have evaluated our method on a large corpus of recent malware obtained from honeypots and spam-traps. Our results show that 70% of malware instances not identified by an anti-virus software can be correctly classified by our approach. Although such
accuracy may not seem impressive, in practice it means that the proposed method would provide correct detections in two thirds of hard cases when anti-malware products fail. We have also performed, as a sanity check, classification of benign executables against known malware families, and observed 100% detection accuracy. This confirms that the features learned from the training corpus are indeed characteristic for malware and not obtained by chance. The manual analysis of most prominent features produced by our discriminative models has produced insights into the relationships between known malware families. Details of experimental evaluation of our method are provided in Section 4.

2 Related Work

Extensive literature exists on static analysis of malicious binaries, e.g., [8, 10, 19, 21]. While static analysis offers a significant improvement in malware detection accuracy compared to traditional pattern matching, its main weakness lies in the difficulty to handle obfuscated and self-modifying code [34]. Moreover, recent work of Moser et al. presents obfuscation techniques that are provably NP-hard for static analysis [25].

Dynamic malware analysis techniques have previously focused on obtaining reliable and accurate information on execution of malicious programs [5, 6, 11, 24, 39, 40]. As it was mentioned in the introduction, the main focus of our work lies in automatic processing of information collected from dynamic malware analysis. Two techniques for behavior-based malware analysis using clustering of behavior reports have been recently proposed [4, 22]. Both methods transform reports of observed behavior into sequences and use sequential distances (the normalized compression distance and the edit distance, respectively) to group them into clusters which are believed to correspond to malware families. The main difficulty of clustering methods stems from their unsupervised nature, i.e., the lack of any external information provided to guide analysis of data. Let us illustrate some practical problems of clustering-based approaches.

A major issue for any clustering method is to decide how many clusters are present in the data. As it is pointed out by Bailey et al. [4], there is a trade-off between cluster size and the number of clusters controlled by a parameter called consistency which measures a ratio between intra-cluster and inter-cluster variation. A good clustering should exhibit high consistency, i.e., uniform behavior should be observed within clusters and heterogeneous behavior between different clusters. Yet in the case of malware behavior – which is heterogeneous by its nature – this seemingly trivial observation implies that a large number of small classes is observed if consistency is to be kept high. The results in [4] yield a compelling evidence to this phenomenon: given 100% consistency, a clustering algorithm generated from a total of 3,698 malware samples 403 clusters, of which 206 (51%) contain just one single executable. What a practitioner is looking for, however, is exactly the opposite: a small number of large clusters in which variants belong to the same family. The only way to attain this effect using consistency is to play with different consistency levels, which (a) defeats the purpose of automatic classification and (b) may still be difficult to attain at a single consistency level.

Another recent approach to dynamic malware analysis is based on mining of malicious behavior reports [9]. Its main idea is to identify differences between malware
samples and benign executables, which can be used as specification of malicious behavior (malspecs). In contrast to this work, the aim of our approach is discrimination between families of malware instead of discrimination between specific malware instances and benign executables.

3 Methodology

Current malware is characterized by rich and versatile behavior, although large families of malware, such as all variants of the Allaplæ worm, share common behavioral patterns, e.g., acquiring and locking of particular mutexes on infected systems. We aim to exploit these shared patterns using machine learning techniques and propose a method capable of automatically classifying malware families based on their behavior. An outline of our learning approach is given by the following basic steps:

1. **Data acquisition.** A corpus of malware binaries currently spreading in the wild is collected using a variety of techniques, such as honeypots and spam-traps. An antivirus engine is applied to identify known malware instances and to enable learning and subsequent classification of family-specific behavior.

2. **Behavior Monitoring.** Malware binaries are executed and monitored in a sandbox environment. Based on state changes in the environment – in terms of API function calls – a behavior-based analysis report is generated.

3. **Feature Extraction.** Features reflecting behavioral patterns, such as opening a file, locking a mutex, or setting a registry key, are extracted from the analysis reports and used to embed the malware behavior into a high-dimensional vector space.

4. **Learning and Classification.** Machine learning techniques are applied for identifying the shared behavior of each malware family. Finally, a combined classifier for all families is constructed and applied to different testing data.

5. **Explanation.** The discriminative model for each malware family is analyzed using the weight vector expressing the contribution of behavioral patterns. The most prominent patterns yield insights into the classification model and reveal relations between malware families.

In the following sections we discuss these individual steps and corresponding technical background in more detail – providing examples of analysis reports, describing the vectorial representation, and explaining the applied learning algorithms.

3.1 Malware Corpus for Learning

Our malware collection used for learning and subsequent classification of malware behavior comprises more than 10,000 unique samples obtained using different collection techniques. The majority of these samples was gathered via nepenthes, a honeypot solution optimized for malware collection [3]. The basic principle of nepenthes is to emulate only the vulnerable parts of an exploitable network service: a piece of self-replicating malware spreading in the wild will be tricked into exploiting the emulated vulnerability. By automatically analyzing the received payload, we can then obtain a binary copy.
Table 1. Malware families assigned by Avira AntiVir in malware corpus of 10,072 samples. The numbers in brackets indicate occurrences of each malware family in the corpus.

<table>
<thead>
<tr>
<th></th>
<th>Malware Family</th>
<th>Occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Backdoor.VanBot</td>
<td>(91)</td>
</tr>
<tr>
<td>2</td>
<td>Trojan.Bancos</td>
<td>(279)</td>
</tr>
<tr>
<td>3</td>
<td>Trojan.Banker</td>
<td>(834)</td>
</tr>
<tr>
<td>4</td>
<td>Worm.Allaple</td>
<td>(1500)</td>
</tr>
<tr>
<td>5</td>
<td>Worm.Doomber</td>
<td>(426)</td>
</tr>
<tr>
<td>6</td>
<td>Worm.Gobot</td>
<td>(777)</td>
</tr>
<tr>
<td>7</td>
<td>Worm.IRCBot</td>
<td>(229)</td>
</tr>
<tr>
<td>8</td>
<td>Worm.Korgo</td>
<td>(244)</td>
</tr>
<tr>
<td>9</td>
<td>Worm.Parite</td>
<td>(1215)</td>
</tr>
<tr>
<td>10</td>
<td>Worm.PoeBot</td>
<td>(140)</td>
</tr>
<tr>
<td>11</td>
<td>Worm.RBot</td>
<td>(1399)</td>
</tr>
<tr>
<td>12</td>
<td>Worm.Saliry</td>
<td>(661)</td>
</tr>
<tr>
<td>13</td>
<td>Worm.SdBot</td>
<td>(777)</td>
</tr>
<tr>
<td>14</td>
<td>Worm.Virut</td>
<td>(1500)</td>
</tr>
</tbody>
</table>

of the malware itself. This leads to an effective solution for collecting self-propagating malware such as a wide variety of worms and bots. Additionally, our data corpus contains malware samples collected via *spam-traps*. We closely monitor several mailboxes and catch malware propagating via malicious e-mails, e.g., via links embedded in message bodies or attachments of e-mails. With the help of spam-traps, we are able to obtain malware such as Trojan horses and network backdoors.

The capturing procedure based on honeypots and spam-traps ensures that all samples in the corpus are *malicious*, as they were either collected while exploiting a vulnerability in a network service or contained in malicious e-mail content. Moreover, the resulting learning corpus is *current*, as all malware binaries were collected within 5 months (starting from May 2007) and reflect malware families actively spreading in the wild. In the current prototype, we focus on samples collected via honeypots and spam-traps. However, our general methodology on malware classification can be easily extended to include further malware classes, such as rootkits and other forms of non-self-propagating malware, by supplying the corpus with additional collection sources.

After collecting malware samples, we applied the anti-virus (AV) engine *Avira AntiVir* [2] to partition the corpus into common families of malware, such as variants of RBot, SDBot and Gobot. We chose Avira AntiVir as it had one of the best detection rates of 29 products in a recent AV-Test and detected 99.29% of 874,822 unique malware samples [36]. We selected the 14 malware families obtained from the most common labels assigned by Avira AntiVir on our malware corpus. These families listed in Table 1 represent a broad range of malware classes such as Trojan horses, Internet worms and bots. Note that binaries not identified by Avira AntiVir are excluded from the malware corpus. Furthermore, the contribution of each family is restricted to a maximum of 1,500 samples resulting in 10,072 unique binaries of 14 families.

Using an AV engine for labeling malware families introduces a problem: AV labels are generated by human analysts and are prone to errors. However, the learning method employed in our approach (Section 3.4) is well-known for its generalization ability in presence of classification noise [35]. Moreover, our methodology is not bound to a particular AV engine and our setup can easily be adapted to other AV engines and labels or a combination thereof.

### 3.2 Monitoring Malware Behavior

The behavior of malware samples in our corpus is monitored using *CWSandbox* — an analysis software generating reports of observed program operations [39]. The samples
are executed for a limited time in a native Windows environment and their behavior is logged during run-time. CWSandbox implements this monitoring by using a technique called API hooking \[14\]. Based on the run-time observations, a detailed report is generated comprising, among others, the following information for each analyzed binary:

- Changes to the file system, e.g., creation, modification or deletion of files.
- Changes to the Windows registry, e.g., creation or modification of registry keys.
- Infection of running processes, e.g., to insert malicious code into other processes.
- Creation and acquiring of mutexes, e.g. for exclusive access to system resources.
- Network activity and transfer, e.g., outbound IRC connections or ping scans.
- Starting and stopping of Windows services, e.g., to stop common AV software.

Figure 1 provides examples of observed operations contained in analysis reports, e.g., copying of a file to another location or setting a registry key to a particular value. Note, that the tool provides a high-level summary of the observed events and often more than one related API call is aggregated into a single operation.

Fig. 1. Examples of operations as reported by CWSandbox during run-time analysis of different malware binaries. The IP address in the fifth example is sanitized.

3.3 Feature Extraction and Embedding

The analysis reports provide detailed information about malware behavior, yet raw reports are not suitable for application of learning techniques as these usually operate on vectorial data. To address this issue we derive a generic technique for mapping analysis reports to a high-dimensional feature space.

Our approach builds on the vector space model and bag-of-words model; two similar techniques previously used in the domains of information retrieval \[16\] and text processing \[17\]. A document – in our case an analysis report – is characterized by frequencies of contained strings. We refer to the set of considered strings as feature set \( \mathcal{F} \) and denote the set of all possible reports by \( \mathcal{X} \). Given a string \( s \in \mathcal{F} \) and a report \( x \in \mathcal{X} \), we determine the number of occurrences of \( s \) in \( x \) and obtain the frequency \( f(x, s) \). The frequency of a string \( s \) acts as a measure of its importance in \( x \), e.g., \( f(x, s) = 0 \) corresponds to no importance of \( s \), while \( f(x, s) > 0.5 \) indicates dominance of \( s \) in \( x \).
We derive an embedding function $\phi$ which maps analysis reports to an $|\mathcal{F}|$-dimensional vector space by considering the frequencies of all strings in $\mathcal{F}$:

$$\phi : \mathcal{X} \rightarrow \mathbb{R}^{|\mathcal{F}|}, \quad \phi(x) \mapsto (f(x, s))_{s \in \mathcal{F}}$$

For example, if $\mathcal{F}$ contains the strings `copy_file` and `create_mutex`, two dimensions in the resulting vector space correspond to the frequencies of these strings in analysis reports. Computation of these high-dimensional vectors seems infeasible at a first glance, as $\mathcal{F}$ may contain arbitrary many strings, yet there exist efficient algorithms that exploit the sparsity of this vector representation to achieve linear run-time complexity in the number of input bytes [29, 32].

In contrast to textual documents we can not define a feature set $\mathcal{F}$ a priori, simply because not all important strings present in reports are known in advance. Instead, we define $\mathcal{F}$ implicitly by deriving string features from the observed malware operations. Each monitored operation can be represented by a string containing its name and a list of key-value pairs, e.g., a simplified string $s$ for copying a file is given by

"copy_file (srcfile=A, dstfile=B)"

Such representation yields a very specific feature set $\mathcal{F}$, so that slightly deviating behavior is reflected in different strings and vector space dimensions. Behavioral patterns of malware, however, often express variability induced by obfuscation techniques, e.g., the destination for copying a file might be a random file name. To address this problem, we represent each operation by multiple strings of different specificity. For each operation we obtain these strings by defining subsets of key-value pairs ranging from the full to a coarse representation. E.g. the previous example for copying a file is associated with three strings in the feature set $\mathcal{F}$

"copy_file ..." $\mapsto$ 

\[
\begin{align*}
\text{"copy_file\_1 (srcfile=A, dstfile=B)"} \\
\text{"copy_file\_2 (srcfile=A)"} \\
\text{"copy_file\_3 (\_\_\_)"}
\end{align*}
\]

The resulting implicit feature set $\mathcal{F}$ and the vector space induced by $\phi$ correspond to various strings of possible operations, values and attributes, thus covering a wide range of potential malware behavior. Note, that the embedding of analysis reports using a feature set $\mathcal{F}$ and function $\phi$ is generic, so that it can be easily adapted to different report formats of malware analysis software.

### 3.4 Learning and Classification

The embedding function $\phi$ introduced in the previous section maps analysis reports into a vector space in which various learning algorithms can be applied. We use the well-established method of Support Vector Machines (SVM), which provides strong generalization even in presence of noise in features and labels. Given data of two classes an SVM determines an optimal hyperplane that separates points from both classes with maximal margin [e.g. 7, 31, 35].
The optimal hyperplane is represented by a vector $w$ and a scalar $b$ such that the inner product of $w$ with vectors $\phi(x_i)$ of the two classes are separated by an interval between $-1$ and $+1$ subject to $b$:

$$\langle w, \phi(x_i) \rangle + b \geq +1, \text{ for } x_i \text{ in class 1},$$
$$\langle w, \phi(x_i) \rangle + b \leq -1, \text{ for } x_i \text{ in class 2}.$$

The optimization problem to be solved for finding $w$ and $b$ can be solely formulated in terms of inner products $\langle \phi(x_i), \phi(x_j) \rangle$ between data points. In practice these inner products are computed by so called kernel functions, which lead to non-linear classification surfaces. For example, the kernel function $k$ for polynomials of degree $d$ used in our experiments is given by

$$k(x_i, x_j) = (\langle \phi(x_i), \phi(x_j) \rangle + 1)^d.$$

Once trained, an SVM classifies a new report $x$ by computing its distance $h(x)$ from the separating hyperplane as

$$h(x) = \langle w, \phi(x) \rangle + b = \sum_{i=1}^{n} \alpha_i y_i k(x_i, x) + b,$$

where $\alpha_i$ are parameters obtained during training and $y_i$ labels ($+1$ or $-1$) of training data points. The distance $h(x)$ can then be used for multi-class classification among malware families in one of the following ways:

1. **Maximum distance.** A label is assigned to a new behavior report by choosing the classifier with the highest positive score, reflecting the distance to the most discriminative hyperplane.

2. **Maximum probability estimate.** Additional calibration of the outputs of SVM classifiers allows to interpret them as probability estimates. Under some mild probabilistic assumptions, the conditional posterior probability of the class $+1$ can be expressed as:

$$P(y = +1 | h(x)) = \frac{1}{1 + \exp(Ah(x) + B)},$$

where the parameters $A$ and $B$ are estimated by a logistic regression fit on an independent training data set [27]. Using these probability estimates, we choose the malware family with the highest estimate as our classification result.

In the following experiments we will use the maximum distance approach for combining the output of individual SVM classifiers. The probabilistic approach is applicable to prediction as well as detection of novel malware behavior and will be considered in Section 4.3.

### 3.5 Explanation of Classification

A security practitioner is not only interested in how accurate a learning system performs, but also needs to understand how such performance is achieved – a requirement
not satisfied by many “black-box” applications of machine learning. In this section we supplement our proposed methodology and provide a procedure for explaining classification results obtained using our method.

The discriminative model for classification of a malware family is the hyperplane \( w \) in the vector space \( \mathbb{R}^{|F|} \) learned by an SVM. As the underlying feature set \( F \) corresponds to strings \( s_i \in F \) reflecting observed malware operations, each dimension \( w_i \) of \( w \) expresses the contribution of an operation to the decision function \( h \). Dimensions \( w_i \) with high values indicate strong discriminative influence, while dimensions with low values express few impact on the decision function. By sorting the components \( w_i \) of \( w \) one obtains a feature ranking, such that \( w_i > w_j \) implies higher relevance of \( s_i \) over \( s_j \). The most prominent strings associated with the highest components of \( w \) can be used to gain insights into the trained decision function and represent typical behavioral patterns of the corresponding malware family.

Please note that an explicit representation of \( w \) is required for computing a feature ranking, so that in the following we provide explanations of learned models only for polynomial kernel functions of degree 1.

4 Experiments

We now proceed to evaluate the performance and effectiveness of our methodology in different setups. For all experiments we pursue the following experimental procedure: The malware corpus of 10,072 samples introduced in Section 3.1 is randomly split into three partitions, a training, validation and testing partition. For each partition behavior-based reports are generated and transformed into a vectorial representation as discussed in Section 3. The training partition is used to learn individual SVM classifiers for each of the 14 malware families using different parameters for regularization and kernel functions. The best classifier for each malware family is then selected using the classification accuracy obtained on the validation partition. Finally, the overall performance is measured using the combined classifier on the testing partition.

This procedure, including randomly partitioning the malware corpus, is repeated over five experimental runs and corresponding results are averaged. For experiments involving data not contained in the malware corpus (Section 4.2 and 4.3), the testing partition is replaced with malware binaries from a different source. The machine learning toolbox Shogun [33] has been chosen as an implementation of the SVM. The toolbox has been designed for large-scale experiments and enables learning and classification of 1,700 samples per minute and malware family.

4.1 Classification of Malware Behavior

In the first experiment we examine the general classification performance of our malware behavior classifier. Testing data is taken from the malware corpus introduced in Section 3.1. In Figure 2 the per-family accuracy and a confusion matrix for this experiment is shown. The plot in Figure 2(a) depicts the percentage of correctly assigned labels for each of the 14 selected malware families. Error bars indicate the variance measured during the experimental runs. The matrix in Figure 2(b) illustrates confusions
made by the malware behavior classifier. The density of each cell gives the percentage of a true malware family assigned to a predicted family by the classifier. The matrix diagonal corresponds to correct classification assignments.

On average 88% of the provided testing binaries are correctly assigned to malware families. In particular, the malware families Worm.Allaple (4), Worm.Doomer (5), Worm.Gobot (6) and Worm.Sality (12) are identified almost perfectly. The precise classification of Worm.Allaple demonstrates the potential of our methodology, as this type of malware is hard to detect using static methods: Allaple is polymorphically encrypted, i.e., every copy of the worm is different from each other. This means that static analysis can only rely on small parts of the malware samples, e.g., try to detect the decryptor. However, when the binary is started, it goes through the polymorphic decryptor, unpacks itself, and then proceeds to the static part of the code, which we observe with our methodology. All samples express a set of shared behavioral patterns sufficient for classification using our behavior-based learning approach.

The accuracy for Backdoor.VanBot (1) and Worm.IRCBot (7) reaches around 60% and expresses larger variance – an indication for a generic AV label characterizing multiple malware strains. In fact, the samples of Worm.IRCBot (7) in our corpus comprise over 80 different mutex names, such as SymMeC, itcrew or hidd3n, giving evidence of the heterogeneous labeling.

### 4.2 Prediction of Malware Families

In order to evaluate how good we can even predict malware families which are not detected by anti-virus products, we extended our first experiment. As outlined in Section 3.1 our malware corpus is generated by collecting malware samples with the help of honeypots and spam-traps. The anti-virus engine Avira AntiVir, used to assign labels to the 10,072 binaries in our malware corpus, failed to identify additional 8,082 collected malware binaries. At this point, however, we can not immediately assess the
performance of our malware behavior classifier as the \textit{ground truth}, the true malware families of these 8,082 binaries, is unknown.

We resolve this problem by re-scanning the undetected binaries with the Avira AntiVir engine after a period of four weeks. The rationale behind this approach is that the AV vendor had time to generate and add missing signatures for the malware binaries and thus several previously undetected samples could be identified. From the total of 8,082 undetected binaries, we now obtain labels for 3,139 samples belonging to the 14 selected malware families. Table 2 lists the number of binaries for each of the 14 families. Samples for Worm.Doomber, Worm.Gobot and Worm.Sality were not present, probably because these malware families did not evolve and current signatures were sufficient for accurate detection.

Based on the experimental procedure used in the first experiment, we replace the original testing data with the embedded behavior-based reports of the new 3,139 labeled samples and again perform five experimental runs.

Figure 3 provides the per-family accuracy and the confusion matrix achieved on the 3,139 malware samples. The overall result of this experiment is twofold. On average, 69\% of the malware behavior is classified correctly. Some malware, most notably Worm.Allaple (4), is detected with high accuracy, while on the other hand malware

|------------------------|--------------------------|------------------------|------------------------|-----------------------|---------------------|------------------|---------------------|-------------------|---------------------|-----------------------|----------------------|---------------------|---------------------|----------------------|

Table 2. Undetected malware families of 3,139 samples, labeled by Avira AntiVir four weeks after learning phase. Numbers in brackets indicate occurrences of each Malware family.

![Accuracy per malware family](image1.png)

(a) Accuracy per malware family
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(b) Confusion of malware families

**Fig. 3.** Performance of malware behavior classifier on undetected data using operation features. Malware families 5, 6 and 12 are not present in the testing data.
families such as Worm.IRCBot (7) and Worm.Virut (14) are poorly recognized. Still, the performance of our malware behavior classifier is promising, provided that during the learning phase none of these malware samples was detected by the Avira AntiVir engine. Moreover, the fact that AV signatures present during learning did not suffice for detecting these binaries might also indicate truly novel behavior of malware, which is impossible to predict using behavioral patterns contained in our malware corpus.

4.3 Identification of Unknown Behavior

In the previous experiments we considered the performance of our malware behavior classifier on 14 fixed malware families. In a general setting, however, a classifier might also be exposed to malware binaries that do not belong to one of these 14 families. Even if the majority of current malware families would be included in a large learning system, future malware families could express activity not matching any patterns of previously monitored behavior. Moreover, a malware behavior classifier might also be exposed to benign binaries either by accident or in terms of a denial-of-service attack. Hence, it is crucial for such a classifier to not only identify particular malware families with high accuracy, but also to verify the confidence of its decision and report unknown behavior.

We extend our behavior classifier to identify and reject unknown behavior by changing the way individual SVM classifiers are combined. Instead of using the maximum distance to determine the current family, we consider probability estimates for each family as discussed in Section 3.4. Given a malware sample, we now require exactly one SVM classifier to yield a probability estimate larger than 50% and reject all other cases as unknown behavior.

For evaluation of this extended behavior classifier we consider additional malware families not part of our malware corpus and benign binaries randomly chosen from several desktop workstations running Windows XP SP2. Table 3 provides an overview of the additional malware families. We perform three experiments: first, we repeat the experiment of Section 4.1 with the extended classifier capable of rejecting unknown behavior, second we consider 530 samples of the unknown malware families given in Table 3 and third we provide 498 benign binaries to the extended classifier.

Figure 4 shows results of the first two experiments averaged over five individual runs. The confusion matrices in both sub-figures are extended by a column labeled $u$ which contains the percentage of predicted unknown behavior. Figure 4(a) depicts the confusion matrix for the extended behavior classifier on testing data used in Section 4.1. In comparison to Section 4.1 the overall accuracy decreases from 88% to 76%.

Table 3. Malware families of 530 samples not contained in malware learning corpus. The numbers in brackets indicate occurrences of each malware family.

<table>
<thead>
<tr>
<th>Family</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>a: Worm.Spybot</td>
<td>63</td>
</tr>
<tr>
<td>b: Worm.Sasser</td>
<td>23</td>
</tr>
<tr>
<td>c: Worm.Padobot</td>
<td>62</td>
</tr>
<tr>
<td>d: Worm.Bagle</td>
<td>20</td>
</tr>
<tr>
<td>e: Trojan.Proxy.Horst</td>
<td>29</td>
</tr>
<tr>
<td>f: Trojan.Proxy.Cimuz</td>
<td>73</td>
</tr>
<tr>
<td>g: Backdoor.Zapchast</td>
<td>25</td>
</tr>
<tr>
<td>h: Backdoor.Prat</td>
<td>77</td>
</tr>
<tr>
<td>i: Backdoor.Hupigon</td>
<td>96</td>
</tr>
</tbody>
</table>
as some malware behavior is classified as unknown, e.g., for the generic AV labels of Worm.IRCBot (7). Yet this increase in false-positives coincides with decreasing confusions among malware families, so that the confusion matrix in Figure 4 (a) yields fewer off-diagonal elements in comparison to Figure 2 (b). Hence, the result of using a probabilistic combination of SVM classifiers is twofold: on the one hand behavior of some malware samples is indicated as unknown, while on the other hand the amount of confusions is reduced leading to classification results supported by strong confidence.

Figure 4 (b) now provides the confusion matrix for the unknown malware families given in Table 3. For several of these families no confusion occurs at all, e.g., for Worm.Bagle (d), Trojan.Proxy.Horst (e) and Trojan.Proxy.Cimuz (f). The malware behavior classifier precisely recognizes that these binaries do not belong to one of the 14 malware families used in our previous experiments. The other tested unknown malware families show little confusion with one of the learned families, yet the majority of these confusions can be explained and emphasizes the capability of our methodology to not discriminate AV labels of malware but its behavior.

- Worm.Spybot (a) is similar to other IRC-bots in that it uses IRC as command infrastructure. Moreover, it exploits vulnerabilities in network services and creates auto-start keys to enable automatic start-up after system reboot. This behavior leads to confusion with Worm.IRCBot (7) and Worm.RBot (11), which behave in exactly the same way.

- Worm.Padobot (c) is a synonym for Worm.Korgo (8): several AV engines name this malware family Worm.Padobot, whereas others denote it by Worm.Korgo. The corresponding confusion in Figure 4 (b) thus results from the ability of our learning method to generalize beyond the restricted set of provided labels.

- Backdoor.Zapchast (g) is a network backdoor controlled via IRC. Some binaries contained in variants of this malware are infected with Worm.Parite (9). This coupling of two different malware families, whether intentional by the malware author or accidental, is precisely reflected in a small amount of confusion shown in Figure 4 (b).
In the third experiment focusing on benign binaries, all reports of benign behavior are correctly assigned to the unknown class and rejected by the extended classifier. This result shows that the proposed learning method captures typical behavioral patterns of malware, which leads to few confusions with other malware families but enables accurate discrimination of normal program behavior if provided as input to a classifier.

4.4 Explaining Malware Behavior Classification

The experiments in the previous sections demonstrate the ability of machine learning techniques to effectively discriminate malware behavior. In this section we examine the discriminative models learned by the SVM classifiers and show that relations of malware beyond the provided AV labels can be deduced from the learned classifiers. For each of the 14 considered malware families we learn an SVM classifier, such that there exist 14 hyperplanes separating the behavior of one malware family from all others. We present the learned decision functions for the Sality and Doomber classifiers as outlined in Section 3.5 by considering the most prominent patterns in their weight vectors.

Sality Classifier. Figure 5 depicts the top five discriminating operation features for the family Worm.Sality learned by our classifier. Based on this example, we see that operation features can be used by a human analyst to understand the actual behavior of the malware family, e.g., the first two features show that Sality creates a file within the Windows system directory. Since both variants created during the preprocessing step (see Section 3.3 for details) are included, this indicates that Sality commonly uses the source filename vcmgcd32.dl_. Moreover, this malware family also deletes at least one file within the Windows system directory. Furthermore, this family creates a mutex containing the string kuku_joker (e.g., kuku_joker_v3.09 as shown in Figure 5 and kuku_joker_v3.04 as sixth most significant feature) such that only one instance of the binary is executed at a time. Last, Sality commonly enumerates the running processes.

Based on these operation features, we get an overview of what specific behavior is characteristic for a given malware family; we can understand what the behavioral patterns for one family are and how a learned classifier operates.

Doomber Classifier. In Figure 6 we depict the top five discriminating operation features for Worm.Doomber. Different features are significant for Doomber compared to Sality: the three most significant components for this family are similar mutex names, indicating different versions contained in our malware corpus. Furthermore, we can see that Doomber enumerates the running processes and queries certain registry keys.
Discriminative operation features extracted from the SVM classifier of the malware family Doomber. The numbers to the left are the sorted components of the hyperplane vector \( w \).

In addition, we make another interesting observation: our learning-based system identified the mutex names /BZ/CW/D3/D7/D8/BU/C7/CC/B9/BC/BA/BH/BJ, /BZ/CW/D3/D7/D8/BU/C7/CC, and /BZ/CW/D3/D7/D8/BU/C7/CC to be among the top five operation features for Worm.Gobot. The increased version number reveals that Gobot and Doomber are closely related. Furthermore, our system identified several characteristic, additional features contained in reports from both malware families, e.g., registry keys accessed and modified by both of them. We manually verified that both families are closely related and that Doomber is indeed an enhanced version of Gobot. This illustrates that our system may also help to identify relations between different malware families based on observed run-time behavior.

## 5 Limitations

In this section, we examine the limitations of our learning and classification methodology. In particular, we discuss the drawbacks of our analysis setup and examine evasion techniques that could be used by an attacker.

One drawback of our current approach is that we rely on one single program execution of a malware binary: we start the binary within the sandbox environment and observe one execution path of the sample, which is stopped either if a timeout is reached or if the malware exits from the run by itself. We thus do not get a full overview of what the binary intends to do, e.g., we could miss certain actions that are only executed on a particular date. However, this deficit can be addressed using a technique called multi-path execution, recently introduced by Moser et al. [24], which essentially tracks input to a running binary and selects a feasible subset of possible execution paths. Moreover, our results indicate that a single program execution often contains enough information for accurate classification of malware behavior, as malware commonly tries to aggressively propagate further or quickly contacts a Command & Control server.

Another drawback of our methodology is potential evasion by a malware, either by detecting the existence of a sandbox environment or via mimicry of different behavior. However, detecting of the analysis environment is no general limitation of our approach: to mitigate this risk, we can easily substitute our analysis platform with a more resilient platform or even use several different analysis platforms to generate the behavior-based report. Second, a malware binary might try to mimic the behavior of a different malware family or even benign binaries, e.g., using methods proposed in [13, 38]. The considered analysis reports, however, differ from sequential representations such as system call traces in that multiple occurrences of identical activities are discarded. Thus, mimicry attacks can not arbitrarily blend the frequencies or order of operation features, so that only very little activity may be covered in a single mimicry attack.
A further weakness of the proposed supervised classification approach is its inability to find structure in new malware families not present in a training corpus. The presence of unknown malware families can be detected by the rejection mechanism used in our classifiers, yet no further distinction among rejected instances is possible. Whether this is a serious disadvantage in comparison to clustering methods is to be seen in practice.

6 Conclusions

The main contribution of this paper is a learning-based approach to automatic classification of malware behavior. The key ideas of our approach are: (a) the incorporation of labels assigned by anti-virus software to define classes for building discriminative models; (b) the use of string features describing specific behavioral patterns of malware; (c) automatic construction of discriminative models using learning algorithms and (d) identification of explanatory features of learned models by ranking behavioral patterns according to their weights. To apply our method in practice, it suffices to collect a large number of malware samples, analyze its behavior using a sandbox environment, identify typical malware families to be classified by running a standard anti-virus software and construct a malware behavior classifier by learning single-family models using a machine learning toolbox.

As a proof of concept, we have evaluated our method by analyzing a training corpus collected from honeypots and spam-traps. The set of known families consisted of 14 common malware families; 9 additional families were used to test the ability of our method to identify behavior of unknown families. In an experiment with over 3,000 previously undetected malware binaries, our system correctly predicted almost 70% of labels assigned by an anti-virus scanner four weeks later. Our method also detects unknown behavior, so that malware families not present in the learning corpus are correctly identified as unknown. The analysis of prominent features inferred by our discriminative models has shown interesting similarities between malware families; in particular, we have discovered that Doomber and Gobot worms derive from the same origin, with Doomber being an extension of Gobot.

Despite certain limitations of our current method, such as single-path execution in a sandbox and the use of imperfect labels from an anti-virus software, the proposed learning-based approach offers the possibility for accurate automatic analysis of malware behavior, which should help developers of anti-malware software to keep pace with the rapid evolution of malware.

References


[34] Szor, P.: The Art of Computer Virus Research and Defense. Addison-Wesley, Reading (2005)
On Race Vulnerabilities in Web Applications

Roberto Paleari, Davide Marrone, Danilo Bruschi, and Mattia Monga

Dipartimento di Informatica e Comunicazione,
Università degli Studi di Milano,
Milano, Italy
{roberto,davide,bruschi,monga}@security.dico.unimi.it

Abstract. A web programmer often conceives its application as a sequential entity, thus neglecting the parallel nature of the underlying execution environment. In this environment, multiple instances of the same sequential code can be concurrently executed. From such unexpected parallel execution of intended sequential code, some unforeseen interactions could arise that may alter the original semantic of the application as it was intended by the programmer. Such interactions are usually known as race conditions.

In this paper, we discuss the impact of race condition vulnerabilities on web-based applications. In particular, we focus on those race conditions that could arise because of the interaction between a web application and an underlying relational database. We introduce a dynamic detection method that, during our experiments, led to the identification of several race condition vulnerabilities even in mature open-source projects.

1 Introduction

The overwhelming majority of new computer applications are now developed adopting the web paradigm. Communications relies on the HTTP protocol, and the computation is performed via a client-server model, where client and server are respectively represented by a web browser and a web server, appropriately augmented by extension modules which enable the execution of server-side code. The applications which satisfy these requirements are generally called “web applications”.

Originally, these applications were implemented using simple mechanisms to create dynamic web pages. One of these technologies is the Common Gateway Interface (CGI) [1], intended to provide web-based access to legacy applications by acting like a gateway between the web server and the underlying legacy application. Today, however, the most popular approach is based on extended web servers, that provide modules that implement frameworks more suitable for the development of web-based applications. Basically, the web server is able to instantiate the virtual machine needed to interpret web application programs, that are typically written in a dynamic-typed scripting language, such as PHP, Perl, Python or Ruby. Typically, web applications rely on a three-tiers architecture (web browser/web server/database manager). A very popular platform is the...
so called LAMP solution stack [2]: a Linux machine runs an Apache web server which is able to control a MySQL database management system through a PHP script.

Web applications have been reported to be subject to different kinds of attacks, many of which are specific of the web environment [3]. Such vulnerabilities could lead to the compromise or disclosure of sensitive information. According to a recent analysis [4], more than 60% of the software vulnerabilities annually reported are specific to web applications. This is mostly due to the fact that it is often quite easy to create simple web applications, thus many of them are written by developers with low programming or security skills. Nevertheless, web applications are valuable targets for attackers, because they often interface with a back-end server that handles sensitive information as credit card numbers, e-mail addresses, financial records, etc.

The most recurrent flaws in web-based programs arise from the interaction between the application and the underlying relational database used as a long-term storage medium [5], while others depend on the incorrect handling of trust relations between clients and servers [6]. All these types of vulnerabilities can be ascribed to the lack of proper input validation: some parameters that are under the direct control of a client are not properly validated.

In this paper we will introduce and discuss a new form of vulnerability which affects web applications. Such a vulnerability emerged by observing the behavior of some web applications when forced to be executed concurrently, and it turned out that they suffer the typical race conditions symptoms. Although race conditions are a well understood problem, in this work we will show that the impact of such an issue on web applications is still largely unexplored. More precisely, most of the web applications are made of many different scripts, each performing simple and well-defined tasks, easily described by sequential code. However, it is often neglected that any time a user requires the execution of a server side script, such a script becomes the body of a new thread that is executed in a multi-threaded environment. This could lead to more application scripts instances being concurrently executed. If scripts are conceived as sequential code and if they use some shared resources (e.g., a database), the parallel execution of these multiple instances could provoke races. For example, by exploiting such concurrency problems, in our experiments we have been able to bypass brute forcing protections, exploit SMS gateways, circumvent anti-flooding mechanisms and we managed to submit multiple votes on polls where each user was constrained to vote just one time.

We further deepen our analysis in order to identify detection strategies for race conditions in web applications. In particular, we are interested in the detection of those race conditions that could arise because of the interaction between a web-based application and an underlying relational database. The problem of detecting and mitigating race conditions has been extensively discussed in literature, but the literature is entirely focused on applications expressly written as concurrent. The problem we face in this paper is very different as it is related to detecting synchronization problems in sequential code which can be executed
concurrently. In other words, the problem is not, as usual, to analyze the correctness of a programmed synchronization policy, but to detect whether the implicit interprocess communication contained in a piece of sequential code could lead to security failures, when multiple instances of the code are executed concurrently.

We can summarize the key contributions of this paper as follows:

- we shed light on the impact of race conditions on web-based applications. Race conditions are a well-known problem, but the effects of those on web-based programs have not been underlined, so far.
- We propose a novel technique for the detection of race conditions that arise from the interactions between a web application and an underlying database. Our proposed method has been implemented in a prototype that led to the detection of several previously unknown vulnerabilities in mature open-source applications.
- We discuss possible countermeasures to hamper exploitation attempts.

This paper is structured as follows. In Section 2 we discuss the implications of race conditions on web-based programs and the impact of this kind of synchronization issues on real-world applications. Section 3 introduces our detection method together with some implementation details and experimental results. Possible countermeasures are analyzed during Section 4 while in Section 5 we discuss related work. Finally, Section 6 briefly concludes our paper.

2 Race Conditions in Web Applications

A race condition occurs when different parallel processes access shared data without proper synchronization [7]. Races are difficult to spot because the human mind is not good at extensively analyze the exceedingly high number of interleavings allowed by the operating system scheduler. Thus, concurrency is a typical source of vulnerabilities [8,9,10], and one of the oldest security problems [11]. Here we will show that the same phenomenon occurs in web applications.

Often web applications are conceived as a set of scripts that query and update an underlying database. In these situations, a programmer does not usually care about concurrency issues, and considers his scripts as executed by the web server in a strictly sequential order. So, he typically ignores the intrinsic architecture of the underlying web server, which enables multithreaded executions of code. Moreover, it is often neglected that the underlying DBMS represents a shared resource that can be concurrently accessed by multiple script instances. As we will show, by exploiting these facts, a malicious user could induce an application to behave differently from what the programmer meant.

As an example, consider the PHP script fragment depicted in Figure 1. In this example, the programmer wanted to implement an e-banking money transfer procedure: the user tries to withdraw an amount of money; the system checks if the user has that amount on his account (lines 1–4) and, if so, it authorizes the execution of the requested operation (line 5). Finally, the system updates the user’s account by withdrawing the aforementioned amount (lines 6–7). Now
```php
1 $res = mysql_query("SELECT credit FROM Users WHERE id=$id");
2 $row = mysql_fetch_assoc($res);
3 if($row['credit'] >= $POST['amount']) {
4     // execute the requested operation
5     $new_credit = $row['credit'] - $POST['amount'];
6     $res = mysql_query("UPDATE Users SET credit=$new_credit WHERE id=$id");
7 }
```

Fig. 1. An example of a vulnerable PHP script fragment

suppose that a script instance $P$ executes the statement at line 3, thus retrieving from the database a tuple $t$ of the `Users` relation. The procedure in Figure 1 would be prone to races if another script instance could obtain read or write access to $t$ before $P$ fully executes the query at line 7. In fact, it can be easily verified that the parallel execution of multiple instances of this script fragment on the same server could result in a violation of the precondition of line 4.

Some solutions to this classical `test & set` problem may be available, however here the main issue is that a typical programmer does not conceive his web application as a multi-threaded or multi-process entity.

In this paper we will focus on the detection of race condition vulnerabilities in PHP applications. However, our results are not language-dependent, and can easily be extended to other platforms, such as Perl, Python, and so on. Moreover, we also limit our analysis to the race conditions that could arise from the interactions between a web application and an underlying DBMS. It is worth noting that race conditions could derive from unmanaged access to any shared resource: a database is only an example of such a resource, even if probably the most common one.

Although not every race condition has necessarily security-relevant consequences, in our experiments we have been able to found a significant number of concurrency issues, so the overall probability of the security relevance of at least one of these defects is still significantly high.

We would also stress that the solution to these kind of problems cannot be delegated entirely to the DBMS implementors. Usually, even simple DBMSs do provide proper synchronization features that allow programmers to handle concurrency problems (e.g., locking statements, ACID transactions, . . . ) and they actually guarantee the atomic execution of each submitted query (or each submitted transaction). However, DBMSs cannot automatically recognize when a sequence of queries should be executed atomically, because this heavily depends on the application’s logic. Thus, is up to programmers to properly use database-level synchronization primitives in order to avoid concurrency problems in their applications.

### 2.1 Case Studies

In order to verify the impact of race condition vulnerabilities on real-world web-based applications, we tried to exploit two remote closed-source commercial
systems, having only access to their external interfaces. The first application is managed by an Internet service provider, while the second one belongs to a telecommunication provider. For obvious reasons, the names of the corporates involved will not be disclosed. Both applications are designed to permit users to send SMS messages through a web interface, allowing only a limited number of SMS per user, per day. For both applications, our conjecture was that, when an authenticated user tries to send a message, the application checks his account information from the database. We imagined that the program first sent the message and finally updated the user’s account. This behavior is very similar to the bank example reported in Figure 1. Then, we tried to exploit the remote applications. In the first case, we sent 11 parallel SMS requests. The remote service was supposed to accept only 10 requests, but we received 11 SMS messages on our mobile phone. In the second case, we sent 10 parallel requests. The application was supposed to discard all but one request, so we were quite surprised when we received all the 10 SMS messages.

This simple experiment leads us to believe that a consistent number of commercial (and maybe critical) real-world applications are vulnerable to similar attacks.

We have also tested mature open-source applications (e.g., phpBB3 [12] and Joomla! [13]): not even a single application from those we analyzed was found to be free from concurrency problems. Even if many of these defects cannot lead to compromise the application’s logic, some of them can actually allow a malicious user to violate the security properties of the web-based application. Nevertheless, exploiting race condition-based vulnerabilities requires some knowledge about the application’s logic and thus their exploitation is surely more difficult with respect to other categories of web vulnerabilities, such as cross site scripting [6] or SQL injection [5]. Despite these issues, we have been able to alter the original semantics of every real-world application we have analyzed during our experiments.

3 Detecting Race Conditions in LAMP-Like Web Applications

In this section, we propose a method based on dynamic analysis for the detection of race conditions in LAMP-like web applications. The idea is to build a system which supports a programmer during the development of a web application, and which is able to automatically locate suspicious query sequences. Such an approach has been implemented in an experimental prototype.

We focused on those race conditions that arise from the interactions between an application and the underlying SQL-enabled relational database. Moreover, we are interested in the detection of those issues that could result from the execution of multiple instances of the same web application script. We leave the detection of inter-module race conditions for future work.
Our detection strategy is formed by the following components:

1. a *SQL-query logger*, which monitors a concrete execution of the web application to be analyzed and logs each query that the application submits to the DBMS;
2. an *off-line analyzer*, which examines the log files that have been produced by the SQL-query logger and detects the potential dangerous queries. Such a component is realized by two modules: the first one searches the log files for query interdependencies that could be considered as a symptom of the presence of a race condition; the second module refines the results obtained so far, by removing query pairs that are guaranteed to be race-free.

### 3.1 SQL-Query Logger

There are many different methods that can be employed in order to log database queries: we could for example intercept them at the DBMS level, or we could modify the module used by the application interpreter to interact with the underlying database; alternatively, we could intercept SQL queries at the application level, by hooking database-related functions. As we discuss in more detail in a following section, our current prototype implements the latter approach. Thus, at runtime, each time the application invokes a database-related function to submit a SQL statement to the DBMS, our logger module intercepts the query string. Then, each query that has been intercepted is recorded into a text file for the subsequent off-line analysis.

### 3.2 Off-Line Analyzer: Basic Approach

Once database queries have been collected, the resulting log files are examined by our query analyzer. The idea behind our method is to exploit query interdependencies so that likely race conditions can be detected. More precisely, let \( q = \{s_1, s_2, \ldots, s_n\} \) be a query, where \( s_i \) denotes the schema objects (attributes or relations) referred to by \( q \). We consider a schema object to be *used* by a query when its value is read. An attribute is *defined* by a query when it is altered by the execution of such a statement. Instead, we consider a relation to be *defined* by a query if it modifies the total number of tuples in that relation. As an example, a *DELETE* statement *defines* the relation that appears in its *FROM* clause, while it *uses* every schema object that appears in its *WHERE* clause.

Given a query \( q \), we define \( \text{use}(q) \) and \( \text{def}(q) \) as the sets of schema objects that are respectively used and defined by \( q \). Thus, we can formalize the notion of *interdependence* with the following definition:

**Definition 1.** Let \((p, q)\) be a pair of SQL queries. Then, \((p, q)\) are said to be interdependent if \( \text{use}(p) \cap \text{def}(q) \neq \emptyset \).

Our observation is that interdependent queries could give rise to race conditions. Thus, our detection strategy consists in determining a set containing every pair of interdependent queries.
Input: $Q = \{q_i, i = 1, 2, \ldots, n\}$, a list of SQL queries.

Output: $R = \{(p, q), p \in Q \land q \in Q\}$, a list of paired SQL queries that suggest possible race conditions.

$$R = \emptyset$$

for $i = 1, 2, \ldots, n$ do

$q = Q[i]$  
$D = def(q)$

for $j = i - 1, i - 2, \ldots, 1$ do

$p = Q[j]$  
$U = use(p)$

if $D \cap U \neq \emptyset$ then

$R = R \cup \{(p, q)\}$

Fig. 2. Pseudo-code for a simplified version of the detection algorithm

SELECT user_id
FROM Sessions
WHERE expiry_time >= 1195745465;

DELETE FROM Sessions
WHERE expiry_time < 1195745465;

Fig. 3. An example of two conflicting SQL queries with disjoint WHERE clauses

Definition 2. Let $Q = \{q_1, q_2, \ldots, q_n\}$ be a set of SQL queries. We define a total ordering relation $<$ on its elements, such that $\forall q_i, q_j \in Q, q_i < q_j$ if and only if $i < j$, i.e., $q_i$ appears before $q_j$ in the query log.

Definition 3. The set $R$ of interdependent query pairs is defined as:

$$R = \{(q_i, q_j) \in Q \times Q \mid (q_i < q_j) \land (use(q_i) \cap def(q_j) \neq \emptyset)\}.$$  

The algorithm reported in Figure 2 formalizes these notions. The algorithm receives as input a list of SQL statements, gathered dynamically by the query logger and outputs a set of interdependent SQL query pairs $(p, q)$. From each of these SQL query pairs, a race condition could arise.

3.3 Off-Line Analyzer: Further Heuristics

Some of the query pairs collected with the approach sketched above may represent false positives. Thus, we developed a further module to remove those pairs that are guaranteed to be race-free. Such a module is based on the following heuristics.

WHERE clauses. A significant source of false positives are interdependent queries whose relative WHERE clauses always identify disjoint sets of rows. As an example, consider the SQL queries reported in Figure 3 here the application
extracts from the Sessions relation the user IDs not yet expired; afterwards, the application removes stale sessions from the database. Apparently, a race is possible between the two queries, because the first one uses the Sessions relation (as well as the user_id attribute) while the second statement defines it. This is however a false positive, because the intersection of the sets of rows selected by the two statements always corresponds to the empty set. To address this problem we need a method that allow us to assert when two WHERE clauses identify disjoint sets of rows. In such a situation, no race condition could occur between the two queries, even if they are interdependent. In the following discussion, we assume that two queries $q_1, q_2$ share the same FROM clause $f$ but have (possibly) different WHERE clauses $w_1, w_2$.

A viable approach is to exploit the possibility of dynamically querying the DBMS. Every time we need to assert the disjunction between the sets of rows identified by $w_1$ and $w_2$ we can build the statement:

$$\text{SELECT } \ast \text{ FROM } f \text{WHERE } w_1 \text{AND } w_2$$

If the set of rows returned by such a statement is not empty, then we can assert that there can be a race between queries $q_1$ and $q_2$. It is worth noting that if an empty set is returned, then we can only state that no race can occur in the current database instance (i.e. tuples currently contained in each database relation), but we cannot be sure that no race could ever happen.

An alternative approach consists of employing a decision procedure to assert if the sets of rows identified by $w_1$ and $w_2$ are actually disjoint. Such a method has the obvious advantage to be able to reason about any possible database instance, and not only about the current one, thus overcoming the major drawback of the previous approach. However, such a method would also introduce a significant overhead due to the use of an external constraint solver. Moreover, it is important to note that the constraint solver would probably not be able to handle some particular SQL constructs, such as LIKE expressions or nested queries. In these situations, the constraint solver would have to behave conservatively, thus reporting that the analyzed queries are not guaranteed to be independent. Nevertheless, in many practical situations this method is still effective.

Note that the constraint solver-based approach and the dynamic query approach are complementary rather than alternative: these two methods can be employed together in order to combine the efficiency of direct DBMS queries with the conservativism of the constraint solver. Every time a race condition is detected, the DBMS can be dynamically queried in order to verify if, in the current database instance, the sets of rows selected by the two WHERE clauses are not disjoint. If these sets of rows turn out to be disjoint in the current database instance, then we can fall back to the less efficient constraint solver-based method, in order to obtain a sound answer.

**Attribute-relation bindings.** Another significant source of false positives is due to the fact that we cannot always accurately deduce the relation an attribute belongs to, by only observing a single SQL query statement. Consider the query

$$\text{SELECT } a_1, a_2 \text{FROM } T_1, T_2.$$  

The $a_1$ attribute could belong either to the $T_1$
relation or to the $T_2$ relation. The only thing we can do is to conservatively assume that each attribute could belong to any relation used by the analyzed query. Clearly, this could introduce a number of false positives during race detection. To overcome this limitation, in these cases we allow our race detector to actively query the application database to determine to which relation attributes belong. In the above `SELECT` statement, our race detector would actively query the underlying DBMS to determine the attributes of the $T_1$ and $T_2$ relations, in order to discover which one contains $a_1$ or $a_2$.

**Annotations.** Finally, it is worth pointing out that the algorithm presented above does not take into account any explicit synchronization attempt. We discuss this particular design choice during Section 3.5. The main consequence of such a limitation is that our detector will report a race condition even when a solution has been coded around it. Of course, such a behavior would seriously limit the employment of our proposed detection method in the development cycle of real-world applications. The accurate detection of every possible synchronization attempt, without relying on the knowledge of the particular set of synchronization primitives being used, is a complex task. In particular, in our situation this task becomes completely not feasible because we are only observing the interactions between the application and the database, without taking into account any information that could be extracted from the web application’s code. For these reasons, we allow the programmer to explicitly specify that the race condition between a pair of SQL queries has already been fixed and should not be reported anymore by including appropriate annotations into those queries. Every annotation starts with the "#!" prefix. The ‘#’ character indicates that the current line contains a comment, so that our annotations will not be processed by the underlying DBMS. The ‘!’ character allows our race detector to discern annotations from normal comments. We support two different annotation types:

- **TAG** `<name>` an annotation of this type allows the programmer to unambiguously define a name for a particular SQL query;
- **SAFE** `<name>` this annotation type specifies that a race condition between this query and the query with name `<name>` should not be reported.

1 This is true for MySQL. Should this assumption not be true, it is only a matter of changing the comment character being used.
As an example, consider the queries reported in Figure 4. The programmer has assigned to the `SELECT` statement the name `get_all_ids` by using the annotation `TAG`. Then, the report of every race condition that could occur between the first query and the second one has been suppressed with a `SAFE` annotation. With such annotations, a programmer can easily test his web application with our detector module plugged in, fix the race conditions that are detected and then annotate the concerning queries so that the same races will not be reported again.

### 3.4 Implementation

We have implemented our detection method in a prototype that handles PHP applications and assumes the MySQL DBMS as their back-end.

The implementation of the query logger module consists of a PHP wrapper procedure around the `mysql_query()` function, so the only preliminary operation required to analyze a web application consists in replacing every call to `mysql_query()` with a call to our `mysql_query_wrapper()` function. Many web applications include a class that provides methods for submitting queries to the underlying database, so abstracting the caller from the particular DBMS being used. Thus, in order to integrate the query logger module, only a very limited number of these methods needs to be modified. Notice that even this operation is made completely automatic by a simple script. Our wrapper function logs into a text file every query that has been submitted to the DBMS together with some meta-information, such as the name of the script that issued that query and a dump of the interpreter’s call stack. When a race is detected, such meta-information could help the programmer to easily locate the problem.

After the queries generated by a web application have been logged, the log files are sent to our query analyzer module in order to spot possible race conditions. Our query analyzer module consists in roughly 2000 lines of Python code and it implements the detection model discussed in Section 3.2. Our current prototype only lacks of the constraint solver-based method for determining if the sets of rows identified by two database queries are guaranteed to be disjoint. For parsing MySQL statements, the query analyzer leverages the `DBIx::MyParsePP` PERL module.

### 3.5 Discussion

The proposed detection algorithm has still some limitations, that can be summarized in the following points:

- our approach is completely dynamic, so it can only reason about a specific execution path, i.e., the one that has been covered during the observed execution.
- We have no information about the application’s semantics other than the query statements submitted to the DBMS. For example, we do not take into account how data retrieved from the database is manipulated by the application.
– Our detection algorithm does not take into account any synchronization method that the application could adopt in order to avoid concurrency problems.

The first limitation could only be overcome with the application of static or hybrid analysis techniques over the program’s source code: by using static or hybrid methods we would be able to reason about the whole application rather than a single execution path. Unfortunately, the application of static program analysis methods to an interpreted, object-oriented and dynamic-typed scripting language like PHP is far than easy and it would require to deal with very hard problems, as mentioned in [14]. For example, the analysis of PHP applications requires to perform points-to and alias analyses, that are, in general, undecidable problems [15]. The use of program analysis techniques would also allow us to obtain more information about an application’s semantics, thus overcoming our second limitation. We leave such improvements for future work.

The last limitation of our detection algorithm concerns the lack of support for synchronization primitives. Rather than a real limitation, this is an explicit design choice. First, at the application level, to the best of our knowledge, PHP does not provide portable synchronization primitives that are suitable for our needs. For example, PHP supports the `flock()` function that implements a portable file locking mechanism, that can be used for synchronization and mutual exclusion purposes. However, as stated in the PHP manual [16], on some operating systems `flock()` is implemented at the process level, and, on multi-threaded web servers such as Apache, multiple PHP requests can be executed as multiple threads of the same process, so making `flock()` completely ineffective. Moreover, `flock()` blocks the caller until the file lock is released unless the `LOCK_NB` flag is specified. However, this option is not currently supported on Windows systems. PHP does provide wrappers for the System V IPC functions, but this feature is not enabled by default and is not available at all on Windows platforms. Second, at the database level, the available synchronization primitives are highly DBMS-dependent and often too coarse grained. As an example, MySQL, probably the most widely used open source database, supports `LOCK` and `UNLOCK` statements that provide a relation-level locking mechanism. However, such a granularity is often too coarse to be adopted in heavy-loaded web applications. MySQL also supports ACID transactions with row-level locking, but this feature is not available when using MyISAM, the default storage engine. A more suitable mechanism is the `GET_LOCK()` function [17]: it can be used to simulate record locks by creating named locks. If a name has been locked by one client, `GET_LOCK()` blocks any request by another client for a lock with the same name. This allows clients that agree on a given lock name to use the name to perform cooperative advisory locking. Locks maybe released by calling `RELEASE_LOCK()`.

While there are suitable solutions, these can be used only by programmers that are conscious of the concurrency issue and they require them to code explicitly a synchronization policy. Moreover, the penalty due to the use of synchronization constructs is not always acceptable, because it could drastically reduce the performances of the web application. Thus, we found that synchronization
Table 1. Evaluation of the detection method. FP: False Positives; TP: True Positives (security relevant true positives are reported in brackets). Note that these results have been obtained without using the annotations supported by our system.

<table>
<thead>
<tr>
<th>Application</th>
<th>Category</th>
<th>Queries</th>
<th>Time</th>
<th>FP</th>
<th>TP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joomla! 1.5RC4</td>
<td>CMS</td>
<td>4086</td>
<td>90.92 s</td>
<td>0</td>
<td>55 (2)</td>
</tr>
<tr>
<td>phpBB 3.0.0</td>
<td>forum</td>
<td>2236</td>
<td>43.09 s</td>
<td>0</td>
<td>35 (4)</td>
</tr>
<tr>
<td>WordPress 2.3.2</td>
<td>blog/CMS</td>
<td>3638</td>
<td>47.04 s</td>
<td>0</td>
<td>47 (4)</td>
</tr>
<tr>
<td>Zen Cart 1.3.8a</td>
<td>shopping cart</td>
<td>35194</td>
<td>1622.39 s</td>
<td>0</td>
<td>46 (1)</td>
</tr>
</tbody>
</table>

primitives are rarely used in web applications and in our experiments the lack of support for them has not raised the false positive rate. Moreover, the few synchronization attempts we found at the PHP level, have actually been made completely ineffective by the underlying storage engine.

3.6 Evaluation

To prove the effectiveness of our approach in detecting vulnerabilities, we ran our prototype tool on some real world open-source web applications. Of course, the main problem in evaluating our prototype (as with any other dynamic analysis tool) concerns gathering relevant execution traces: the ability of our approach to detect previously unknown race conditions heavily depends on the path coverage rate obtained during the query logging phase. In our experiments, we tried to stimulate the web applications being analyzed as if it was used by a typical user. For example, with forum applications we tried to login by supplying both correct and wrong credentials, we added new users, read some topics, created new topics and polls, sent instant messages to other users, and so on.

We ran our detector on a Linux machine with a dual-core 2.0 GHz Pentium processor and 1GB RAM. In Table 1 we summarize some of the results we obtained during our experiments. The time required to analyze the application’s log file of queries is very large, but more than 95% of the whole execution time is spent while parsing SQL statements. Such an overhead is primarily due to the inter-process interactions between our Python detector and the external Perl SQL parser. The runtime overhead for logging SQL queries is negligible and not reported in Table 1. As we already discussed during previous sections, not every race condition we found was actually security relevant. However, we believe the number of security relevant races we found together with the absence of false positives prove the effectiveness of our detection method.

We can briefly summarize some of the vulnerabilities we run into in the following categories:

**multiple users.** Almost every application we analyzed was found to be vulnerable to a race condition on user uniqueness: a malicious user could register multiple accounts with the same username, thus bypassing application’s checks. Of course, the security impact of this vulnerability is highly
application-dependent. As an example, it could allow an attacker to take advantage multiple times of a one-time bonus granted by a unique token.

**brute forcing.** Some applications (e.g., phpBB3), in order to prevent brute forcing attacks, check if the user that is trying to log in has already performed too many login attempts. The procedure used to perform this operation contains a race condition vulnerability that could allow a malicious user to bypass the application’s attempts to limit brute forcing password attacks. Depending on the application’s logic, such a vulnerability could allow an attacker to perform just a limited number of additional attempts (e.g., when the application ensures that $\text{tries} \leq \text{MAX\_TRIES}$), or to completely circumvent application’s checks (e.g., when a brute force attack is reported only if $\text{tries} = \text{MAX\_TRIES}$).

**multiple poll votes.** Web forums and CMSs often implement polls. The applications try to assure that each user does not submit multiple votes to the same poll, but every program was found to be subject to a race that allows a user to vote multiple times by submitting parallel vote requests.

**topic flooding.** phpBB3 and WordPress include an anti-flooding feature that forces a user that has just submitted a message to wait a couple of seconds before writing another post. Unfortunately, even this control can be easily circumvented by an attacker because of a synchronization issue.

It is worth noting that in the web applications we analyzed we have met very few synchronization attempts. Unfortunately, even in these cases we have been able to find concurrency problems. This confirms that programmers are not aware of the actual impact of race conditions on web-based applications.

### 4 Countermeasures

Before concluding our paper, in this section we introduce some countermeasures a programmer could employ in order to hamper exploitation attempts.

Probably, the most obvious solution is to completely prevent any concurrency issue by forcing the web server to serve just one client request at a time. Unfortunately, such an approach is typically too drastic and not applicable at all, as it seriously limits the overall efficiency of the whole web-based application.

Another approach consists in employing some application-level or database-level synchronization primitives in order to explicitly serialize the accesses to an application’s critical regions. As we already discussed, many of these primitives often hide some subtle platform-specific details that a programmer should accurately consider before deploying his web-based application; otherwise just the migration of the application towards a different server could alter his behavior and introduce new vulnerabilities. During Section 3.5 we pointed out the limitations of PHP/MySQL environments. Obviously, different frameworks could surely offer more efficient and fine-grained locking statements (e.g., row-level database relation locking), but this typically comes at the cost of less efficiency or more resource-consumption.
For example, a table-level locking solution will surely be too coarse grained if applied to the code snippet reported in Figure [1] here the requested transaction could take some time to be executed, thus the application cannot be constrained to serve just a single client for all that time. In this situation, an alternative solution that does not require fine-grained locking primitives consists in moving the **UPDATE** statement just before the execution of the requested transaction, then lock the table before the first **SELECT** query and unlock it both after the **UPDATE** statement and in the **else** branch. This solution is a simple two-phase commit algorithm that requires an additional error handling procedure: the credit is immediately withdrawn from the balance and must be restored if the transaction fails.

Thus, the effectiveness and the efficiency of a synchronization solution is highly application dependent. Automatically fixing race conditions by introducing appropriate locking statements, without affecting the efficiency of the whole application, is surely a rather complex task. In fact, it would be quite simple to blindly insert locking statements around a supposed critical region, but it would be significantly harder to do so also avoiding deadlocks and without reducing the performances of the web-based application. We plan to investigate on similar automatic techniques in future work.

5 Related Work

Race conditions are probably one of the oldest software problems and their implications have extensively been discussed in literature [7]. There has been a substantial amount of research work on the detection of this kind of concurrency problem, both for debugging and for security purposes. To the best of our knowledge, this paper is the first one to focus on the implications of race conditions on web-based application, so in the present section we will discuss alternative solutions directed toward traditional (i.e. non web-based) applications.

**Static analysis.** Many static race detectors perform compile-time analyses over a program’s source code in order to detect if a race condition could occur in any possible program execution [18,19]. Other approaches [20,21] modify a programming language’s type system so that the resulting language is guaranteed to be race-free. Usually, the major drawback of these tools is an high false positive rate: by reasoning over an application’s source code without running it, these approaches are often forced to make some conservative assumptions about possible thread interleavings that could occur at run-time. Moreover, often static methods require a substantial amount of annotation code in order to suppress false positives.

**Dynamic analysis.** Dynamic methods work by instrumenting and executing a program. These tools are typically easy to use and are more accurate than static methods, as they can observe a concrete execution of the application. On the other side, they are not sound: dynamic approaches can only assert the presence of a synchronization issue on a program path that has been executed, but they
cannot prove the absence of race conditions. Several methods \cite{22,23} are based on the dynamic computation of Lamport's \textit{happens-before} relation \cite{24}, that outputs a partial ordering on program statements. Other methods \cite{25,26} use \textit{lockset}-based analysis \cite{27}, that stem from the assumption that race conditions occur because a programmer forgot to protect a shared variable with an appropriate lock. Basically, each shared variable is associated with a \textit{lockset} that contains locks held during accesses to this variable; if a lockset becomes empty, then a race condition could occur. Some approaches \cite{28,29} have also been proposed that blend together the advantages of both these techniques. Finally, another dynamic method \cite{30} aims to prevent the exploitation of race condition vulnerabilities on filesystem operations, by keeping track of possible interferences between the actions performed by different processes: if a filesystem operation is found to be interfering with another one, then the corresponding process is temporarily suspended.

\textit{Model checking.} Model checking is a powerful formal verification technique that has also been applied to the detection of concurrency problems \cite{31}. A model checker receives as input a simplified version of an application's source code and exhaustively explores its execution states, searching for possible violations of some asserted conditions. For example, some model checking tools have already been proposed to analyze concurrent Java programs for synchronization issues \cite{32}. Unfortunately, the application of model checking to large software systems is still problematic. Moreover, often a significant effort is required in order to build the simplified model to be supplied to the analysis tool.

Our proposed detection strategy can surely be classified as a completely dynamic detection method. However, the web environment shows some peculiarities that lead to rather different problems than the ones discussed in the aforementioned works. In fact, currently web programmers are not aware of the implications of the lack of proper synchronization on their applications, while traditional concurrent programs are actually written with synchronization in mind. Thus, the approaches discussed above are mainly focused on analyzing the correctness of a programmed synchronization policy. Instead, our work aims to make explicit the implicit interactions among different instances of a sequential code that can be executed concurrently.

6 Conclusions

In this paper we discussed race conditions in web applications. Race conditions are a well-known security problem, but their impact on web-based programs has not been explored sufficiently. We showed that, by exploiting unforeseen interactions between different script instances, a malicious user could be able to alter the behavior of a web application as it was intended by the programmer. We further deep our analysis in order to investigate concurrency issues that could arise because of the interactions between different instances of the same application script when accessing to a SQL-enabled relational database. We proposed
a dynamic detection method that allowed us to locate several security-relevant race conditions even in mature and well-tested web applications.

In the future, we plan to refine our detection method by considering how instances of different web application scripts could affect each others. Moreover, we will improve our detection strategy by extracting some additional information from the application through the employment of more sophisticated program analysis techniques, thus overcoming some of the limitations discussed during Section 3.5. Finally, as web programmers will get aware about concurrency problems, they will surely start to try to solve these issues by using some synchronization primitives. So, we plan to improve our analyses to include support for validating their use.
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Abstract. Taint-tracking is emerging as a general technique in software security to complement virtualization and static analysis. It has been applied for accurate detection of a wide range of attacks on benign software, as well as in malware defense. Although it is quite robust for tackling the former problem, application of taint analysis to untrusted (and potentially malicious) software is riddled with several difficulties that lead to gaping holes in defense. These holes arise not only due to the limitations of information flow analysis techniques, but also the nature of today’s software architectures and distribution models. This paper highlights these problems using an array of simple but powerful evasion techniques that can easily defeat taint-tracking defenses. Given today’s binary-based software distribution and deployment models, our results suggest that information flow techniques will be of limited use against future malware that has been designed with the intent of evading these defenses.

1 Introduction

Information flow analysis has long been recognized as an important technique for defending against attacks on confidentiality as well as integrity [6,8]. Over the past quarter century, information flow research has been concentrated on static analysis techniques, since they can detect covert channels (e.g., so-called implicit information flows) missed by runtime monitoring techniques.

Static analyses for information-flow have been developed in the context of high-level, type-safe languages, so they cannot be directly applied to the vast majority of COTS software that is available only in binary form. Worse, software obfuscation and encryption techniques commonly employed in malware (as well as some benign software for intellectual property protection) render any kind of static analysis very difficult, if not outright impossible. Even in the absence of obfuscation, binaries are notoriously hard to analyze: even the basic step of accurate disassembly does not have solutions that are robust enough to work on large x86 binaries. As a result, production-grade tools that operate on binaries rely on dynamic (rather than static) analysis and instrumentation [3,7,17,24,26].

* This research is supported in part by an ONR grant N000140710928 and an NSF grant CNS-0627687, and was carried out while the first two authors were at Stony Brook University.
Following this observations, several researchers have recently developed dynamic information-flow techniques for COTS binaries \cite{10,15,29,30,36}. These techniques, along with source-to-source based transformation approaches, have enabled accurate detection of a wide range of attacks on trusted software\cite{10} including those based on memory corruption \cite{15,36}, format-string bugs, command or SQL injection \cite{2,28,43}, cross-site scripting \cite{40}, and so on. More recently, researchers have reported significant successes in applying dynamic information flow techniques on existing malware, both from the perspective of understanding their behavior \cite{1}, and detecting runtime violation of policies \cite{13,34}. Although dynamic taint analysis technique is quite robust for protecting trusted software, its application to untrusted (and potentially malicious) software is subject to a slew of evasion techniques that significantly limit its utility. We point out that understanding the limitations of defensive techniques is not just an academic exercise, but a problem with important practical consequences: emerging malware does not just employ variants of its payloads by using metamorphic/polymorphic techniques, but instead has begun to embed complex evasion techniques to detect monitoring environments as a means to protect its “intellectual property” from being discovered. For instance, W32/MyDoom \cite{19} and W32/Ratos \cite{38} adopt self-checking and code execution timing techniques to determine whether they are under analysis or not. Likewise, self-modifying techniques — among others — are used as well (W32/HIV \cite{18}) to make malware debugging sessions harder \cite{37,39}. Thus, a necessary first step for developing resilient defenses is that of understanding the weaknesses and limitations of existing defenses. This is the motivation of our work. We have organized our discussion into three major sections as follows, depending on the context in which information flow is being used.

**Stand-alone malware.** When applied to malware, a natural question is whether the covert channels that were ignored by dynamic techniques could be exploited by adaptive malware to thwart information-flow based defenses. These covert channels were ignored in the context of trusted software since their “capacity” was deemed too small to pose a significant threat. More importantly, attackers do not have any control over the code of trusted software, and hence cannot influence the presence or capacity of these channels. In contrast, malware writers can deliberately embed covert channels since they have complete control over malware code. In this paper, we first show that it is indeed very easy for malware writers to insert such covert channels into their software. These evasion techniques are simple enough that they can be incorporated manually, or using simple, automated program transformation techniques. We show that it is very difficult to defeat these evasion techniques, unless very conservative reasoning is employed, e.g., assuming that any information read by a program could leak to any of its outputs. Unfortunately, such weak assumptions can greatly limit the purposes to which dynamic information flow analysis can be used. For instance, Stinson et al. \cite{34} use information flow analysis to detect “remote-control” behavior of bots, which is identified when arguments to security-critical system calls are tainted. If a conservative notion of tainting is used, then all programs that communicate over the network would have to be flagged as “bots,” which would defeat the purpose of that analysis.

\footnote{In this paper, the term “trusted software” is used to refer to software that is trusted to be benign.}
Malware plug-ins. Next, we consider recent evolution in software deployment models that has favored the use of plug-in based architectures. Browser helper objects (BHOs), which constitute one of the most common forms of malware in existence today, belong to this category. Other examples include document viewer plug-ins, media codecs, and so on. We describe several novel attacks that are possible in the context of plug-ins:

- **Attacks on integrity of taint information.** Malware can achieve its goal indirectly by modifying the variables used by its host application, e.g., modifying a file name variable in the host application so that it points to a file that it wants to overwrite. Alternatively, it may be able to bypass instrumentation code inserted for taint-tracking by corrupting program control-flow.

- **Attacks based on violating application binary interface,** whereby malware violates assumptions such as those involving stack layout and register usage between callers and callees.

- **Race-condition attacks on taint metadata.** Finally, we describe attacks where malware races with benign host application to write security-sensitive data. In a successful attack, malware is able to control the value of this data, while the taint status of the data reflects the write operation of benign code.

While conservative notions of tainting could potentially be used to thwart these attacks [33], this would restrict the applicability of information-flow techniques even more.

Analyzing future behavior of malware. Today’s malware is often packaged with software that seems to provide legitimate functionality, with malicious behavior exposed only under certain “trigger conditions”, e.g., when a command is received from a remote site controlled by an attacker. Moreover, malware may incorporate anti-analysis features so that malicious paths are avoided when executed within an analysis environment. To uncover such malicious behavior, it is necessary to develop techniques that can reason about program paths that are not exercised during monitoring. While one may attempt to force execution of all program paths, such an approach is likely to be very expensive, and more likely to suffer from semantic inconsistencies that may arise due to forcing execution down branches that are not taken during execution. A more selective approach has been proposed by Moser et al. [11] that explores paths guarded by tainted data, rather than all paths. This technique has been quite successful in the context of existing malware. The heart of this approach is a technique that uses a decision procedure to discover memory locations that could become tainted as a result of program execution, and explores branches that are guarded by such data. In Section 4, we show that these trigger discovery mechanisms (and more generally, the technique for discovering which data items can become tainted) can be easily evaded by purposefully embedding memory errors in malicious code.

Paper organization. Sections 2 through 4 describe our evasion techniques, organized along the lines described above. Where possible, mitigation of these evasions and their implications on information flow analyses are discussed as well. A summary of related work is provided in Section 5, followed by concluding remarks in Section 6.
2 Stand-Alone Untrusted Applications

For the sake of concreteness, we discuss the impact of evasion attacks, as well as mitigation measures, in the context of the “remote control” behavior detection technique presented by Stinson et al. [34], although the evasion techniques themselves are applicable against other defenses as well, e.g., dynamic spyware detection [13].

Stinson et al. observed that bots receive commands from a central site (“bot-herder”) and carry them out. This typically manifests a flow of information from an input operation (e.g., a `read` system call) to an output operation (e.g., the file named in an `open` system call). Their implementation relied on content-based tainting: i.e., taint was assumed between $x$ and $y$ if their values matched (identical or had large common substrings) or if their storage locations overlapped. As noted by the paper authors, content-based tainting is particularly vulnerable: it can easily be evaded using simple encoding/decoding operations, e.g., by XOR’ing the data with a mask value before its use. However, the authors suggest that a more traditional implementation of runtime information flow tracking [15] would provide “thorough coverage” and hence render attacks much harder. Below, we describe simple evasion measures that allow malware to “drive a truck” through the gaps in most dynamic taint-tracking techniques, and proceed to discuss possible mitigation mechanisms and their implications.

2.1 Evasion Using Control Dependence and Implicit Flows

Dynamic information flow techniques that operate on trusted software tend to focus on explicit flows that take place via assignments. It is well known that information can flow from a variable $y$ to another variable $x$ without any explicit assignments. Indeed, a number of covert channels for information flow have been identified by previous research in this area. We demonstrate the ease of constructing evasion attacks using these covert channels. We focus on two forms of non-explicit flow, namely, control dependences and implicit flows.

Control dependence arises when a variable is assigned within an if-then-else statement whose condition involves a sensitive (tainted) variable, e.g.,

```
if ($y = 1$) then $x := 1$; else $x := 0$; endif
```

Clearly, the value of $x$ is dependent on $y$, even though there is no assignment of the latter to the former. In particular, the above code snippet enables copying of a single bit from $y$ to $x$ without using direct assignments between them. Using an $n$-way branch (e.g., a switch statement with $n$ cases) will allow copying of $\log n$ bits. A malware writer can propagate an arbitrarily large amount of information without using explicit flows by simply enclosing the above code snippet within a loop.

Implicit flows arise by virtue of semantic relationships that exist between the values of variables in a program. As an example, consider the following code snippet that allows copying of one bit of data from a sensitive variable $y$ to $w$ without using explicit flows or control dependences:

\[\text{Typically, the term “taint” is used in the context of integrity, while “sensitive” is used in the context of confidentiality.}\]
1. \( x := 0; \ z := 0; \)
2. \( \text{if} \ (y = 1) \ \text{then} \ x := 1; \ \text{else} \ z := 1; \ \text{endif} \)
3. \( \text{if} \ (x = 0) \ \text{then} \ w := 0; \ \text{endif} \)
4. \( \text{if} \ (z = 0) \ \text{then} \ w := 1; \ \text{endif} \)

At line 2, if \( y = 1 \) then \( x \) is marked sensitive because of control-dependent assignment in the then-clause. Since there is no assignment to \( z \) in the then-clause of line 2, it is not marked sensitive. Moreover, the condition at line 3 will not hold because \( x \) was assigned a value of 1 at line 2. But the condition at line 4 holds, so \( w \) is assigned the value of 1, but it is not marked sensitive since \( z \) is not sensitive at this point. Now, consider the case when \( y = 0 \). Following a similar line of reasoning, it can be seen that \( w \) will be assigned the value 0 at line 3, but it will not be marked sensitive. Thus, in both cases, \( w \) gets the same value as \( y \), but it is not marked as sensitive.

As with control dependences, a malware writer can copy an arbitrarily large number of bits using nothing but implicit flow by simply using a slightly more sophisticated example of the above code. It is thus trivial for a malware writer to evade taint-tracking techniques that track only direct data dependencies and control dependencies.

### 2.2 Difficulty of Mitigating Evasion Attacks

To thwart control-dependence-based evasion, a taint-tracking technique can be enhanced to track control dependences. This is easy to do, even in binaries, by associating a taint label with the program counter (PC). Unfortunately, this will lead to an increase in false positives, i.e., many benign programs will be flagged as exhibiting remote-control behavior. To illustrate this, consider the following code snippet that might be included in a program that periodically downloads data from the network, and saves it in different files based on the format of the data. Such code may be used in programs such as weather or stock ticker applets:

```c
int n = read(network, y, 1);
if (*(y == 't'))
    fp = fopen("data.txt", "w");
else if (*(y == 'i'))
    fp = fopen("data.jpg", "w");
```

Note that there is a control dependence between data read over the network and the file name opened, so a technique that flags bots (or other malware) based on such dependence would report a false alarm. More generally, input validation checks can often raise false positives, as in the following example.

```c
int n = read(network, y, sizeof(y));
if (sanity_check(y)) {
    fp = fopen("data", "w");
    ...
} else { ... // report error }
```

In the context of benign software, false positives due to control dependence tracking can be managed using developer annotations (so-called endorsement or declassification)
annotations). We obviously cannot rely on developer annotations in untrusted software; it is also impractical for code consumers, even if they are knowledgeable programmers or system administrators, to understand and annotate untrusted code, especially when it is distributed in the form of binaries.

Mitigating implicit-flow based evasion is even harder. It has been shown that purely dynamic techniques cannot detect implicit flows [42]. This is because, as illustrated by the implicit flow example above, it is necessary to reason about assignments that take place on unexecuted program branches. On binaries, this amounts to identify the memory locations that may be updated on program branches that are not taken. Several features of untrusted COTS binaries combine to make this problem intractable:

– Address arithmetic involving values that are difficult to compute statically
– Indirect data references and indirect calls
– Lack of information about types of objects
– Absence of size information for stack-allocated and static objects (i.e., variables)
– Possibility that malicious code may violate low-level conventions and requirements regarding the use of stack, registers, control-flow, etc.

As a result, it is unlikely that implicit flows can be accurately tracked for the vast majority of today’s untrusted software that gets distributed as x86 binaries.

2.3 Implications

Evasion measures described above can be mitigated by treating (a) all data written by untrusted code as tainted (i.e., not trustworthy), and (b) all data written by untrusted code as sensitive if any of the data it has read is sensitive. For stand-alone applications, these assumptions mean that all data output by an untrusted process is tainted, and moreover, is sensitive if the process input any sensitive data. In other words, this choice means that fine-grained taint-tracking (or information flow analysis) is not providing any benefit over a coarse-grained, conservative technique that operates at the granularity of processes, and does not track any of the internal actions of a process.

In the context of detecting remote-control behavior, we observe that in the absence of evasion measures, the use of dynamic information flow techniques enables us to distinguish between malicious behavior, which involves the use of security-critical system call arguments that directly depend on untrusted data, and benign behavior. The use of evasion techniques can easily fool taint-tracking techniques that only reason about explicit flows. If the technique is enhanced to reason about control dependences, evasion resistance is improved, but as illustrated by the examples above, many more false positives are bound to be reported, thus significantly diminishing the ability of the technique to distinguish between malicious and benign behaviors. If we further enhance evasion resistance to address all implicit flows, we will have to treat all data used by an untrusted application to be tainted, thereby completely losing the ability to distinguish between benign and malicious behavior.

In summary, the emergence of practical dynamic taint-tracking techniques for binaries enabled high-precision exploit detection on trusted code. This was possible because the presence of explicit information flow from untrusted source to a security-critical sink indicated the ability of an attacker to exert a high degree of control over operations that
have a high risk of compromising the target application — a level of control that was unlikely to be intended by the application developer. It seemed that a similar logic could be applied to untrusted code, i.e., a clear distinction could be made between acceptable uses of tainted data that are likely to be found in benign applications from malicious uses found in malware. The discussion so far shows that this selectivity is lost once malware writers adapt to evade information flow techniques.

3 Analyzing Runtime Behavior of Shared-Memory Extensions

A significant fraction of today’s malware is packaged as an extension to large softwares such as client-side web applications or the operating system. Applications such as web browsers and email clients are attractive targets for malware authors, because of the ubiquitous use of these applications in online financial transactions and private information exchange.

Nearly all large web browsers have software extension mechanisms that that allow adding various forms of additional functionality, such as better GUI services, automatic form filling, and viewing various forms of multimedia content. We refer to such browser extensions as browser helper objects (BHOs). Perhaps surprisingly, almost all browsers today have extensibility mechanisms that allow extension packages to be shipped with third-party libraries in binary form. Due to the growing user trends towards installing off-the-shelf extensions and due to increasing drive-by-downloads, malware spread in form of BHOs has been rampant.

Recent works have proposed using information flow to track the flow of confidential data such as cookies, passwords and credentials in form-data as it gets processed by web browser. The idea is to monitor the actions of malware masquerading as benign BHOs, which is loaded in the address space of the browser, and to detect if confidential data is leaked by the BHOs. The crux of the problem is to selectively identify malware’s actions. Essentially, their technique uses an attribution mechanism to classify actions that access system resources, to trusted and untrusted contexts. System calls or operations made directly by the BHO or by a host browser function called on its behalf, are attributed to the untrusted context, while those by the host browser itself belong to the trusted context. In the untrusted context, any sensitive data processed is flagged “suspicious.” The presence of this data at output operations that perform writes to networks/files signals the leakage of confidential data effected by the BHO. Although these methods are successful in analysis and detection of current malware, they are not carefully designed to detect adaptive malware that employs evasion techniques against the specific mechanisms proposed in these defenses. Below, we present several such evasion attacks. We remind our readers that the techniques presented in the previous section continue to be available to malware that operates within the address space of a (benign) host application. In this section, our focus is on additional evasion techniques that become possible due to this shared address space.

Browser extensions are named in different ways. Internet Explorer uses the terms “BHOs”, “extensions” and “toolbars”, while Gecko-based browsers (e.g., FireFox) use the terms “plugins” and “extensions”. We use the term BHO for all these terms interchangeably in the paper.
3.1 Attacks Using Arbitrary Memory Corruption

**Corruption of untainted/insensitive data to effect leakage.** By corrupting the memory used by the host application, a malicious BHO can induce the host application to carry out its tasks outside the untrusted context. For instance, a privacy-breaching malware does not necessarily need to read the confidential data itself and pass/copy it to external network interfaces. Instead, it could corrupt the data used by the browser (i.e., the host application) such that the browser unknowingly leaks this information. We present the basic idea for an attack that avoids direct manipulation of any sensitive data or sensitive pointers. Instead, it corrupts higher level untainted pointers that point to the sensitive data. Consider a pointer variable \( p \) in the browser code that refers to data items to be transmitted over the network. A malware can corrupt \( p \) to point to sensitive data (say \( s \)) of its choice, stored within the browser memory. This way a malicious BHO can arrange for \( s \) to be transmitted over the network, without being detected by techniques described in [13]. Similarly, a BHO may corrupt a file descriptor as well, so that any write operation using this file pointer will result in the transmission of sensitive data over the network. Vulnerable pointers and data buffers needed for these attacks are rife in large systems. Moreover, they are easily forgeable because of the high degree of address space sharing between the host browser and extensions.

**Optimistic assumptions about data originating from untrusted code.** Another basic idea for attack involves using seemingly harmless data, such as constants, which are treated as untainted by most techniques [13, 45] for corruption of browser data structures. Treating constants in untrusted code or any data under the control of the malware as untainted is anyway problematic, and specially so in binary code where constants may be addresses. The attack involves overwriting an untainted pointer \( p \), that may initially point to a sensitive data \( s \), with an untainted value such as constant memory address \( m \). When the browser uses \( m \) for a critical operation, such as determining the destination for sending \( s \), this threat becomes very significant as shown below.

**A real attack.** We now present an example that illustrates how a BHO can corrupt a data pointer to violate a policy that prevents leakage or tampering of sensitive information, like the user’s cookies, by the BHO. The example has been tested on Lynx, a textual browser which does not have a proper plugin framework support. However, it uses libraries to enhance its functionalities and, as they are loaded into Lynx’s address space, they can be considered as untrusted components. In fact, the attack’s result could be applied to a different browser application (e.g., Internet Explorer, FireFox) with a full-blown plug-in framework.

The attack consists of modifying the domain name in the cookie, and is illustrated in the figure below. In Lynx, all cached cookies are stored in a linked-list `cookie_list` (note that `cookie_list` is not sensitive as only the sequence of bytes containing cookies value is). Subsequently, when the browser has to send a cookie, the domain is compared using `host_compare` (not shown) which calls `stringcasecmp`. A plugin can traverse the linked list, and write its intended URL to the `domain` pointer field in cookie record. On enticing the user to visit a malicious web site, such as `evil.com`.

---

5 Lynx has been chosen to simplify the example.
these cookies would automatically be sent to the attacker web site, thereby subverting
the implementation of the Same Origin Policy. The point to note in this example is that
the domain pointer will be untainted; the object it points to will be tainted or sensitive.
These higher level pointers themselves are not sensitive, therefore they can be corrupted
without raising suspicion.

```c
typedef struct _cookie {
    char *domain;
} cookie;

typedef struct _HList {
    void *object;
    HTList *next;
} HTList;

extern HTList *cookie_list;

void change_domain(void) {
    HTList *p = cookie_list;
    char *new_domain = strdup("evil.com");
    for (; p; p = p->next) {
        cookie *tmp = (cookie *)p->object;
        tmp->domain = new_domain;
    }
}
```

## Implications

The above example shows how confidential data can leak without being read. The approach proposed in [13] does not deal with this threat. Recall that sensitive data is marked “suspicious” (to use the terminology defined in [13]), only when the untrusted BHO uses the sensitive data itself or propagates it to the external interfaces. Consequently, the malware can overwrite the domain pointer with an address value (which is untainted) of choice, without causing the suspicious flag to be set.

To detect the aforementioned evasion attacks, an information flow technique needs to incorporate at least the following two features. First, in order to detect the effect of pointer corruption (of pointers such as those used to point to data buffers), the technique must treat data dereferenced by (trusted) browser code using a tainted pointer as if it is directly accessed by untrusted code. Second, it must recognize corruption of pointers with constant values. Otherwise, the above attack will succeed since it overwrites a pointer variable with a constant value that corresponds to the memory location of sensitive data. Considering every write performed by the untrusted BHO to be tainted, as suggested previously (therefore, considering everything written by the untrusted BHO as “suspicious”), may be a too conservative a strategy. It may yield high false positives in the cases where plugins access sensitive data but do not leak it. Though, applying conservative tainting specifically to recognize control data as done in [44] seems reasonable, this may raise significant false positives when applied for identifying all data that is possibly controlled by the plugin.

---

6 Such pointers reside often enough on global variables whose locations can be predicted in advance and hard-coded as constants in the malware.
3.2 Attacking Mechanisms Used to Determine Execution Context

In a shared memory setting, it is necessary to distinguish the execution of untrusted extension code from that of trusted host application code. To make this distinction, the detection approach needs to keep track of a code execution context. The logic used for maintaining this context is an obvious target for evasion attacks: if this logic can be confused, untrusted code could execute with the privileges of trusted code. A more subtle attack involves data exchanged between the two contexts. Since execution in trusted context affords more privileges, untrusted code could achieve its objectives indirectly by corrupting data (e.g., contents of registers and the stack) that is communicated from untrusted execution context to the trusted context.

Although the targets of evasion attack described above are generally independent of implementation details, the specifics of evasion attacks will need to rely on these details. Below, we describe how such evasion attacks can work in the specific context of [13].

**Attacking context-switch logic.** The approach proposed [13] for context tracking uses the following algorithm. For each instruction, the system checks whether the instruction belongs to the BHO code region. If so, then it saves the value of the current stack pointer as $esp_{saved}$, and the instruction is executed in untrusted context. Whenever the instruction pointer points outside the code region of the BHO, the system has to determine whether the instruction is executed on behalf of the BHO (i.e., untrusted context) or not. For this, the proposed technique utilizes the fact that on their platform the stack grows downwards and checks if the current stack pointer, $esp_{current}$, is below the $esp_{saved}$. The context identification logic implicitly assumes a benign call stack model – it assumes that the activation records are pushed on the stack, the stack data belonging to the caller is left unchanged by the callee, and that the callee function cleans up its activation leaving the stack pointer restored after its invocation. We point out that these assumptions are reasonable for calls across benign code modules only. Specifically, if the $esp_{current}$ is not less than $esp_{saved}$, the context switching logic assumes that the last untrusted BHO code stack frame has been popped off the activation stack and the execution context does not belong to the BHO anymore. This attribution mechanism allows valid (benign) context switches (from untrusted to trusted context) at call/return function boundaries, when the last BHO function $f$ is about to return and there are no other browser functions invoked by $f$.

Unfortunately, we show that this attribution mechanism is insecure. Malware may employ simple low-level attacks that subvert the control flow integrity of the application at the host-extension interface leading to devastating attacks. The taint analysis approach and the attribution mechanism employed in [13] point out that the mechanism can deal with two threats that may circumvent context attribution – execution of injected code, and attempts to adjust the stack pointer above the threshold limit by changing the ESP register in its code. However, it does not protect against other low-level integrity violations, such as return-into-lib(c) style [31,35] attacks, which aim to eventually execute already present code.

To be concrete, consider the scenario where the malicious BHO corrupts control pointers, such as return addresses pushed by the calling host function, to refer to target locations in the browser or its trusted libraries. It could additionally create a compatible stack layout required for a return-into-lib(c) attack to perform intended action and let
its last invoked function simply exit. Changing control pointers such as return address above the recorded threshold stack pointer value, without making any modification to ESP itself, is sufficient and touches no sensitive/tainted data. Such returns from untrusted code trigger control transfers to the attacker controlled target functions, and furthermore, with arbitrarily controlled parameters on the crafted stack layout. As no other BHO instructions are executed after such a return, subsequent code will be executed in the browser context fulfilling the attacker’s objectives.

**Implications**
To counteract such a return-into-lib(c) style attack, a malware analysis has to strengthen the attribution mechanism, to allow information flow to be correctly captured for the different contexts.

Another work in this area, Panorama [45], proposes to label every write operation performed by a BHO for the purpose of being able to track dynamically generated code. But, it seems to rely on a similar attribution mechanism used in [13], and seems vulnerable to the attack presented in the previous section as the attribution mechanism can be circumvented. HookFinder [44], instead, is able to catch every hook implanted into the system by an untrusted binary. To do so, they use an approach which is similar to information flow-based techniques: they label every write operation performed by untrusted binaries, as they want to be able to analyze any hooking attempts (regardless it they are made by benign or potentially malicious modules). This seems to be a promising approach for the attribution problem. In fact, an extension to their strategy, as the one proposed in [33], which marks context as untrusted whenever control transfers involve tainted pointers resolves the issue of correctly attributing context.

### 3.3 Attacking Meta-data Integrity

Corrupting meta-data maintained by a dynamic information flow technique is another avenue for attack. Typically, meta-data consists of one or more bits of taint per word of memory, with the entire metadata residing in a memory-resident data structure in memory. An obvious approach for corrupting this data involves malware directly accessing the memory locations storing metadata. Most existing dynamic information flow techniques include protection measures against such attacks. Techniques based on emulation, such as [13] can store metadata in the emulator’s memory, which cannot be accessed by the emulated program. Other techniques such as [43] ensure that direct accesses to metadata store will cause a memory fault. In this section we focus our attention on *indirect attacks*, that is, those that manifest an inconsistency between metadata and data values by exploiting race conditions.

**Attacks based on data/meta-data races.** Dynamic information flow techniques need to perform two memory updates corresponding to each update in the original program: one to update the original data, and the other to update the metadata (i.e., the taint information). Apart from emulation based approaches where these two updates can be performed “atomically” (from the perspective of emulated code), other techniques need to rely on two distinct updates. As a result, in a multithreaded program where two threads update the same data, it is possible for an inconsistency to arise between data
and metadata values. Assume, for instance, that metadata updates precede data updates, and consider the following interleaved execution of two threads:

<table>
<thead>
<tr>
<th>time</th>
<th>Benign Thread</th>
<th>Malicious Thread</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>set tag$_x$ to untainted</td>
<td></td>
</tr>
<tr>
<td>$t_2$</td>
<td>set tag$_x$ to tainted</td>
<td></td>
</tr>
</tbody>
</table>
| $t_3$ | write untainted value to $x$ | write tainted value to $x$
| $t_k$ | | |

Note that at the end, memory location $x$ contains a tainted value, but the corresponding metadata indicates that it is untainted. Such an inconsistency can be avoided by using mandatory locks to ensure that the data and metadata updates are performed together. But this would require acquisition and release of a lock for each memory update, thereby imposing a major performance penalty. As a result, existing information flow tracking techniques generally ignore race conditions, assuming that it is very hard to exploit these race conditions. This can be true for untrusted stand-alone applications, but it is problematic, and cannot be ignored in the context of malware that share their address-space with a trusted application.

To confirm our hypothesis, we experimentally measured the probability of success for a malicious thread causing a sensitive operation without raising an alarm, against common fine-grained taint tracking implementations known today. The motivation of this attack is to show that, by exploiting races between data and metadata updates operations, it is possible to manipulate sensitive data without having them marked as sensitive. To demonstrate the simplicity of the attack, in our experiment we used a simple C program shown below (a) that executes as a benign thread. The sensitive operation open (line 10 (a) column) depends on the pointer $f$name which is the primary target for the attacker in this attack. We transform the benign code to track control-dependence and verified its correctness, since the example is small.

```c
char *fname = NULL, old(fname) = NULL;

void check_preferences () {
...
if (getPrefname () == OK)
    old(fname) = "/.../mozilla/.../pref.js";
...
while (...) {
    fname = old(fname);
    if (fname) {
        fp = open (fname, "w");
...
    }
}

void *malicious_thread(void *q) {
    int attempts = 0;
    while (attempts++, MAX_ATTEMPTS)
        fname = "/.../mozilla/.../cookies.txt";
}
```

(a) (b)

The attacker’s thread (b) runs in parallel with the benign thread and has access to the global data memory pointer $f$name. The attacker code is transformed for taint tracking to mark all memory it writes as “unsafe” (i.e., tainted).

We ran this synthetic example on a real machines using two different implementations of taint tracking. For conciseness, we only present the results for the taint tracking
that uses 2 bits of taint with each byte of data, similar to [43], with all taint tracking code inlined, as this minimizes the number of instructions for taint tracking and hence the vulnerability window. Assuming that the \texttt{get\_pref\_name} call fails to return \texttt{OK}, on a quad-core Intel Xeon machine running Linux 2.6.9 SMP kernel, we found that chances that the \texttt{open} system call executes with the corresponding pointer \texttt{fname} marked “safe” (i.e., untainted) varies from 60\% – 80\% across different runs. The reason why this happens is because the transformed benign thread reads the taint for \texttt{fname} on line 8 and sets the control context to tainted scope, before executing the original code for performing conditional comparison on line 9. The malicious thread tries to interleave its execution with the one of the benign thread, trying to achieve the following ordering of operations on the shared variable \texttt{fname}:

<table>
<thead>
<tr>
<th>Time</th>
<th>Operation</th>
<th>Thread (Line No.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_1 )</td>
<td>\texttt{read tag_fname \mapsto untainted}</td>
<td>Benign (9)</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>\texttt{write tag_fname := tainted}</td>
<td>Malicious (4)</td>
</tr>
<tr>
<td>( t_3 )</td>
<td>\texttt{write fname := ”/home/user/.mozilla/.../cookies.txt”}</td>
<td>Malicious (4)</td>
</tr>
<tr>
<td>( t_4 )</td>
<td>\texttt{read fname}</td>
<td>Benign (9)</td>
</tr>
</tbody>
</table>

If such an ordering occurs, the \texttt{tag\_fname} read by the benign thread is marked \textit{untainted} as the benign thread has cleared the taint previously, while the data happens to contain an attacker controlled value about user browser cookies. Consequently, contrary to the intention of the instrumentation of tracking control-dependence, the attacker manages to prevent control scope from switching to tainted scope at line 9 in the benign code. In practical settings, the window of time between \( t_1 \) and \( t_4 \) varies largely based on cache performance, demand paging, and scheduling behaviour of specific platform implementations. Finally, it is worth noting that the attacker could improve the likelihood of success by increasing the scheduling priority of the malicious thread and lower, where possible, those of benign thread.

\section*{Implications}

Attacks on direct corruption of metadata has been studied before [43] and thwarted by implementations using virtual machines and emulators which explicitly manage the context switches between threads or processors. However, much of the design of such metadata tracking monitors has not been carefully studied in the context of multi-threaded implementations (or multi-processor emulators), and techniques in this section highlight the subtle importance of these.

\section*{4 Analyzing Future Behavior of Malware}

Several strategies have been proposed to analyze untrusted software. Broadly speaking, these strategies can be divided in two main categories, the ones based on static analysis and the others which adopt a dynamic analysis approach. While static analysis has the potential to reason about all possible behaviors of software, the underlying computational problems are hard, especially when working with binary code. Moreover, features such as code obfuscation, which are employed by malware as well as some
legitimate software, make it intractable in practice. As a result, most practical malware analysis techniques have been focused on dynamic analysis.

Unfortunately, dynamic analysis can only reason about those execution paths in a program that are actually exercised during the analysis. Several types of malware do not display their malicious behavior unless certain trigger conditions are present. For instance, time bombs do not exhibit malicious behavior until a certain date or time. Bots may not exhibit any malicious behavior until they receive a command from their master, usually in the form of a network input.

In order to expose such trigger-based behavior, Moser et al. suggested an interesting dynamic technique that combines the benefits of a static and dynamic information-flow analyses. Specifically, they taint trigger-related inputs, such as calls to obtain time, or network reads. Then, dynamic taint-tracking is used to discover conditionals in the program that are dependent on these inputs. When one of the two branches of such a conditional is about to be taken, their technique creates a checkpoint and a snapshot of the analyzed process, and keeps exploring one of the branch. Subsequently, when the exploration of the taken branch ends or after a timeout threshold is reached, their technique forces the execution of the unexplored branch. Such forcing requires changing the value of a tainted variable used in the conditional, so that the value of the condition expression is now negated. By leveraging on a decision procedure to generate a suitable value for the proposed approach also identifies any other variables in the program whose values are dependent on the program is in a consistent state. We observe that this analysis technique has applicability to certain kinds of anti-virtualization or sandbox-detection techniques as well. For instance, suppose that a piece of malware detects a sandbox (or a VM) based on the presence of a certain file, process, or registry entry. The approach proposed can then taint the functions that query for such presence, and proceed to uncover malicious code that is executed only when the sandbox is absent.

Since the underlying problems the analysis proposed by Moser et al. has to face are undecidable in general, their technique is incomplete, but seems to work well in practice against contemporary malware. However, this incompleteness can be exploited by a malware writer to evade detection. For instance, as noted by the authors of a conditional can make use of one-way hash function. It is computationally hard to identify values of inputs that will make such a condition true (or false). More generally, malware authors can force the analysis to explore an unbounded number of branches, thereby exhausting computational resources available for analysis. However, the approach proposed in will discover this effort, and report that the software under analysis is suspicious. A human analyst can then take a closer look at such malware. Nonetheless, today’s malware writer places high value on stealth, and hence would prefer alternative anti-analysis mechanisms that do not raise suspicions, and we describe such primitives next.

---

7 This is required, or else the program may crash or experience error conditions that would not occur normally. For instance, consider the code \( y = x; \) \begin{verbatim}if (x == 0) z = 0; else z = 1/y;\end{verbatim} If we force the value of \( x \) to be nonzero, then \( y \) must also take the same value or else the program will experience a divide-by-zero exception.
4.1 Evasion Using Memory Errors

Binary code is generally hard to analyze, as briefly pointed out in Section 2.2. For instance, this is due to the absence of information about variables boundaries and types, which makes many source-based analyses inapplicable to binaries. We observe that given an arbitrary binary, it is hard to say whether it potentially contains a vulnerability such as a memory error (e.g., buffer overflow), and to determine the precise inputs to exploit it. Exhaustively running the binary on all possible inputs is often infeasible for benign code, leave alone malware which is expected to exploit the exponential nature of exhaustive searches to cause the worst-case hit each run.

Motivated by this observation, we present an attack against dynamic information flow-based analyses used to analyze malware behavior, similar to the one presented in [1]. This attack is able to hide malicious code from being discovered and further strengthen it such that extensions to analysis employed in [1] are unable to detect it. Our attack leverages on the introduction of memory errors, as shown in the following example.

```
1  int trigger;
2  ...
3  void procInput(void) {
4      int *p = &buf[0];
5      char buf[4096];
6      ...
7      my_gets(buf);
8      ...
9      *p = 1;
10     ...
11     if (trigger)
12        malcode();
13   }
```

The introduced memory error is a plain stack-based buffer overflow vulnerability. The attacker’s goal is to write past the end of `buf` (line 7) and corrupt the pointer `p` to make it point to the variable `trigger`. Eventually, when the vulnerability will be exploited, the malware will set `trigger` to 1 (line 9) which in turn has the effect to disclose the malicious code represented by `malcode()` at line 12, guarded by `trigger`. It can be observed that the lack of proper bound checking in the code snippet shown above is not to be considered as a suspicious pattern by itself. The mere use of an unsafe function as `my_gets` does not imply that there is a memory error. In fact, bound checking could have been performed elsewhere by the programmer (which justifies the use of an unsafe function), or the programmer knows that at that point the input can never be bigger than `buf`.

In order to disclose the malicious code during analysis, the variable `trigger` has to eventually be marked as tainted, so that the code it guards can be further analyzed. The variable `trigger` is never tainted unless `p`, which can potentially be corrupted.

---

8 It is important to note that there are no constraints on the type of vulnerability introduced. A generic buffer overflow, an integer overflow, or a (custom) format string vulnerability would have done as well.

9 This function resembles the well-known libc `gets`. The malware author can either use its own implementation or the one provided by the C library.
with tainted data by the malware, points to it. The problem of determining whether \( p \) could point to \textit{trigger} is undecidable statically, thus augmentations to \([1]\) using some form of static analysis do not help. On the other end, one might argue that the dynamic approach proposed in \([1]\) could potentially accomplish the detection of the overflow, at least (while it is unlikely that the correct vulnerability exploitation can be achieved). In fact, given the aforementioned example, it is fairly easy for the analysis technique considered to generate a big-enough input which will eventually corrupt the pointer \( p \). Even if such a technique is employed, we show that we can extend this example to make it even harder – if not unfeasible – to achieve this step.

To this end, it would be desirable to have a function \( f \) that is easy to compute, but hard to reason about some properties of it. By doing so, it is possible to modify the previous example in such a way to make it harder for the analyzer to even detect whether a memory error vulnerability is present or not. Such a situation is depicted by the following code snippet (the action performed by this code can be found in benign program as well).

```c
... int trigger;
...
void procInput(void) {
    int pad, n, l;
    char buf[4096+256];
    int *p = &pad;
    char *dst;
    ...
    n = read(s, buf, sizeof(buf));
    l = computespace(buf, n);
    // make sure we have enough room
    dst = alloca(l + 128);
    decode(buf, l, dst);
    ...
    *p = 1;
    ...
    if (trigger)
        malcode();
    ...
}

int computespace(char *src, int nread) {
    int i, k = 0;
    for (i = 0; i < nread; i++) {
        switch(src[i]) {
            case 0: k++;
            break;
        ...}
        case 255: k++; break;
    }
    return k;
}

void decode(char *src, int nread, char *dst) {
    int i, j;
    for (i = 0, j = 0; i < nread; i++, j++) {
        switch(src[i]) {
            case 0: dst[j] = src[i]; break;
        ...}
            case 113: dst[j++] = src[i];
            dst[j] = src[i]; break;
            case 114: dst[j] = src[i]; break;
            case 255: dst[j] = src[i]; break;
        }
    }
}
```

It is worth noting that the function \textit{computespace} is easy to compute, but is relatively hard to reason about some properties of it. For instance, by looking at the source code, it is easy to understand that at the end of the computation \( k \) holds the same value as the length of the data read into the buffer \textit{buf}. On the other end, the same reasoning can be hard to do on binaries and in an automated way. Thus, it is hard to correlate \( n \), the number of read bytes, to \( l \), the minimum number of space to allocate to be sure the function \textit{decode} does not cause overflow. The function \textit{decode} presents a problem by itself, by deliberately introducing the condition for an overflow to occur. In fact, it can cause \textit{dst} to overflow into \( p \) if the number of bytes given as input (\textit{buf}) whose...
ASCII value is 113 exceed a certain threshold. Only an exhaustive search over all the possible input values and combination would deterministically trigger this memory error. Unfortunately, such an enumeration would be extremely onerous if not impossible to perform. Similar to NP-complete problems which are hard to solve while verification of correct answers is easy, it is rather simple for the attacker to provide the right input which will cause $\text{dst}$ to overflow so that $p$ can be corrupted in such a way to eventually disclose the malicious behavior. From the analysis point of view, instead, an exhaustive search will probably start with a sequence of length 1, trying all the possible 256 ASCII values. This does not cause overflow as there is a safe padding of 128 bytes for $\text{dst}$. Following this reasoning, a sequence of length $k$ and $256^k$ combination have to be tried. For instance, a $k$ equal to 128 can reach the boundaries of $\text{dst}$. This, however, would roughly require to test $256^{127}$ combinations to try out on average which is a fairly huge number.

**Hiding malicious payload using interpreters.** As a final point, we note that the malicious payload need not even to be included in the program. It can be sent by an attacker as needed. We can use the techniques described above to prevent the malware analyzer from identifying this possibility.

One common technique for hiding payload has been based on code encryption. Unfortunately, this technique involves a step that is relatively unusual: data written by a program is subsequently executed. This step raises suspicion, and may prompt a careful manual analysis by a specialist. Malware writers would prefer to avoid this additional scrutiny, and hence would prefer to avoid this step. This can be done relatively easily by embedding an interpreter as the body of the function $\text{malcode()}$ in the attack described above. As a result, the body of the interpreter can escape analysis. Moreover, note that interpreters are common in many types of software: documents viewers such as PDF or Postscript viewers, flash players, etc, so their presence, even if discovered, may not be unusual at all. Finally, it is relatively simple to develop a bare-bones assembly language and write an interpreter for it. All of these factors suggest that malware writers can, with modest effort, obfuscate execution of downloaded code using this technique, with the final goal to hide malicious behavior without raising any suspect.

### 4.2 Implications

The implications on whether dynamic information flow-based techniques can help to disclose, analyze, and understand the behavior of the next-generation of malware is similar to the ones pointed out in the rest of this paper. In fact, to detect the evasion technique proposed in the previous section, an information flow-based approach should ideally be able to trigger *any* memory error which may be present in the analyzed software, and automatically exploit the vulnerability so that interesting (i.e., tainted) previously disabled conditions will be examined. In the previous section we have shown how this could be hard – if not impossible – at all to achieve, if directly faced. Alternatively, information flow analyses could taint *any* memory location, considering all the possible combinations, and see how information is propagated. While this would eventually taint trigger and thus disclose the malicious behavior, it would drop the benefits provided by taint-tracking mechanisms which focus the analysis on *interesting* data, as *every* paths would be forced to be explored. For instance, the resulting analysis
would be similar to the one proposed in [9] where, even if the underlying technique is different, the end result is that every path can potentially be explored, which of course is a hard task by itself. For instance, one may attempt to force execution of all program paths, but this is likely to be very expensive, and to suffer from semantic inconsistencies that may arise due to forcing execution down branches that are not taken during execution.

5 Related Work

Information flow analysis has been researched for a long time [6,12,14,20,23,32,41]. Early research was focused on multi-level security, where fine-grained analysis was not deemed necessary [6]. More recent work has been focused on language-based approaches, capable of tracking information flow at variable level [27]. Most of these techniques have been based on static analysis, and assume considerable cooperation from developers to provide various annotations, e.g., sensitivity labels for function parameters, endorsement and de-classification annotations to eliminate false positives. Moreover, they typically work with simple, high-level languages, while much of security-critical contemporary software is written in low-level languages like C that use pointers, pointer arithmetic, and so on. Finally, it can be noted that despite their benefits static analyses are generally vulnerable to obfuscation scheme, as recently remarked by [22]. Therefore, it is reasonable to rely on dynamic or hybrid approaches, instead. As a result, information flow tracking for such software has been primarily based on run-time tracking of explicit flows that take place via assignments.

Recently, several different information flow-based approaches have been proposed in the literature [11,15,16,30,36,43]. They give good and promising results when employed to protect benign software from memory errors and other types of attacks, by relying on some implicit assumptions (e.g., no tainted code pointers should be dereferenced). The reason is because benign software is not designed to facilitate an attacker task, while malware, as we have seen, can be carefully crafted to embed evasion attacks, such as covert channels, and general memory corruption.

Probably, an ideal solution would require that untrusted binaries would carry proofs that some properties are guaranteed. This is achieved by proof-carrying code [25]. To be successful, this technique relies on some form of collaboration between the code producer and consumer. For instance, Medel et al. [21] and Yu et al. [46] proposed information flow analyses for typed assembly languages. Likewise, Barthe et al. provided non-interference properties for a JVM-like language [4] and dealt with timing attacks by using ACID transactions [5], as well. Unfortunately, it is unlikely that malware writers (i.e., the code producer, in this context) are going to give this form of collaboration which is necessary for the success of these approaches. Therefore, it is unlikely that these strategies would soon be adopted as is in the context of malicious software analysis and containment.

Driven by the recent practical success of information flow-based techniques, several researchers have started to propose solutions based on dynamic taint analysis to deal with malicious or, more generally, untrusted code [11,13,29,34,40,44,45]. During the last years, these techniques have been facing different tasks (e.g., classification,
detection, and analysis) related to untrusted code analysis. Unfortunately, even if preliminary results show they are successful when dealing with untrusted code that has not been designed to stand and bypass the employed technique, as we hope the discussion in this paper highlighted, information flow is a fragile technique that has to be supported by new analyses to be more resilient to evasions purposely adopted by ever-evolving malware.

6 Conclusion

Information flow analysis has been applied with significant success to the problem of detecting attacks on trusted programs. Of late, there has been significant interest in extending these techniques to analyze the behavior of untrusted software and/or to enforce specific behaviors. Unfortunately, attackers can modify their software so as to exploit the weaknesses in information flow analysis techniques. As we described using several examples, it is relatively easy to devise these attacks, and to leak significant amounts of information (or damage system integrity) without being detected.

Mitigating the threats posed by untrusted software may require more conservative information flow techniques than those being used today for malware analysis. For instance, one could mark every memory location written by untrusted software as tainted; or, in the context of confidentiality, prevent any confidential information from being read by an untrusted program, or by preventing it from writing anything to public channels (e.g., network). Such approaches will undoubtedly limit the classes of untrusted applications to which information flow analysis can be applied. Alternatively, it may be possible to develop new information flow techniques that can be safely applied to untrusted software. For instance, by reasoning about quantity of information leaked (measured in terms of number of bits), one may be able to support benign untrusted software that leaks very small amounts of information. Finally, researchers need to develop additional analysis techniques that can complement information flow based techniques, e.g., combining strict memory access restrictions with information flows.
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Abstract. Software installation provides an attractive entry vector for malware: since installations are performed with administrator privileges, malware can easily get the enhanced level of access needed to install backdoors, spyware, rootkits, or “bot” software, and to hide these installations from users. Previous research has been focused mainly on securing the execution phase of untrusted software, while largely ignoring the safety of installations. Even security-enhanced operating systems such as SELinux and Vista don’t usually impose restrictions during software installs, expecting the system administrator to “know what she is doing.” This paper addresses this “gap in armor” by securing software installations. Our technique can support a diversity of package managers and software installers. It is based on a framework that simplifies the development and enforcement of policies that govern safety of installations. We present a simple policy that can be used to prevent untrusted software from modifying any of the files used by benign software packages, thus blocking the most common mechanism used by malware to ensure that it is run automatically after each system reboot. While the scope of our technique is limited to the installation phase, it can be easily combined with approaches for secure execution, e.g., by ensuring that all future runs of an untrusted package will take place within an administrator-specified sandbox. Our experimental evaluation has considered over one hundred benign and untrusted software packages. Our technique was able to block malicious packages among these without breaking non-malicious ones.
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1 Introduction

Malware, including adware, spyware, rootkits, backdoors, trojans, and bot software, has become a major security concern on desktop systems over the past few years. Although it was common in the past for software to be executed automatically when users click on attachments or hyperlinks, this practice is no longer that common: execution of

\footnote{* This research is supported in part by an ONR grant N000140710928 and NSF grants CNS-0627687, CNS-0716584 and CNS-0551660.}
untrusted software typically requires explicit user consent, or an exploit on web browser or email handler.

Software installation provides a more attractive entry vector for malware than competing alternatives such as remote exploits since installations are usually carried out with highest (administrative level) privileges, thereby providing malware the level of access it needs to embed itself deeply and firmly into the system, and to hide its presence from system monitoring utilities. In contrast, programs targeted by exploits (including those embedded in e-mail attachments or browser links) may run with user-level privileges, making it harder for malware to embed itself into the system. Furthermore, security-conscious users can deploy defenses against remote exploits (by using firewalls, buffer overflow defenses such as address-space randomization, etc.) and malicious e-mail attachments and other implicitly downloaded programs (by automatically sandboxing them). In contrast, few defenses are available to secure software installations. Even secure operating systems such as SELinux don’t usually impose restrictions during software installs, expecting the system administrator to “know what she is doing.” Unfortunately, even the most sophisticated users typically do not understand what goes on when complex software packages are installed. Often, these packages run scripts or other programs with administrative privileges, with the user having no knowledge of these activities. Software installations thus provide an ideal vehicle for malware to surreptitiously inject itself into a host system.

In spite of the threats posed by the installation phase, previous research on untrusted software security has been focused primarily on their execution phase. Relatively little work has been done on securing the installation phase. This paper seeks to address this overlooked problem, and develops a solution that works well with existing techniques for securing the execution phase. Specifically, our technique achieves the following goals that we consider essential for secure software installation:

- **Untrusted software should not interfere with the operation of benign packages.** Sophisticated spyware and rootkits can hide themselves in such a way that trusted components in the system end up executing their malicious payload. Since trusted system components aren’t typically sandboxed or carefully monitored, this makes it easier for malware to execute without being noticed.

- **Untrusted software should not be allowed to execute outside a user-specified sandbox or virtualization environment.** Some malware may cause damage during installation, but others may cause damage when they are run. To guard against the latter, our approach can install untrusted code in a manner that it cannot be run outside a sandbox (or a virtualization environment).

- **Untrusted software should be (securely) uninstallable at any time.** Malware may install itself in such a way that uninstallation won’t work properly. For instance, they may use scripts to copy files that are unspecified in the package; these files won’t be removed during uninstallation.

---

1. We use the term “untrusted software” to refer to software obtained from untrusted sources on the Internet. Untrusted software may be malicious or non-malicious. On the other hand, benign software, which is obtained from trusted sources, is assumed to be non-malicious.

2. This observation is supported by a white-paper from Symantec, which indicates that most adware and spyware enter desktop systems via an explicit software installation step.
Our technique does not make many assumptions about what constitutes a software installation — it may involve running a software package manager such as RedHat’s `rpm`, Debian’s `dpkg`, running a self-installing executable, installation from a tarball, etc. It may also involve running higher-level GUI-based installers that in turn invoke these lower level installation mechanisms. Our key observation is that once there is an explicit user consent involved, at that point, we can “wrap” the command that is executed for installation so that it runs within our Secure Software Installer (SSI).

The rest of this paper is organized as follows. Section 2 describes our threat model. Section 3 presents an overview of our approach and describes the high level design of Secure Software Installer (SSI). Section 4 describes the installation policies implemented in SSI. Section 5 presents an experimental evaluation of SSI. Related work is discussed in Section 6, followed by concluding remarks in Section 7.

2 Threat Model and Defense Overview

Our approach is based on the availability of mechanisms to distinguish between benign and untrusted software. For instance, all software that is digitally signed by a trusted vendor may be classified as benign, while the rest may be deemed untrusted.

We divide the threats posed by untrusted software into three phases: installation phase, execution phase, and uninstallation phase. A variety of solutions are available for securing the execution phase, including runtime policy enforcement (also known as sandboxing) [27, 23, 17, 31, 6, 4, 25, 12], isolated execution [22, 32, 37], and file-label-based integrity protection [33, 28]. Therefore, this paper is concerned only with the installation and uninstallation phases. Nevertheless, to demonstrate the end-to-end feasibility of our approach, our implementation includes a defense for the execution phase.

Software installation (and uninstallation) requires a higher level of privilege and access than the execution phase. This makes it difficult to define policies that ensure security objectives without breaking installations. The central contribution of this paper is that of developing policies and enforcement techniques to overcome this challenge.

2.1 Install-Time Threats

We assume that the goal of malware is to execute some or all of its code while being free of the above-mentioned confinement mechanisms that are to be employed during the execution phase of untrusted software. Before enumerating possible ways in which this goal can be achieved, it is helpful to have an understanding of the main features of modern software package managers. The specific details given here pertain to RedHat Package Manager (RPM), although the description is applicable (with minor changes) to other package managers such as Debian’s `dpkg`.

An RPM package contains a dozen or more components, most of which are descriptive in nature, e.g., name, version, vendor, copyright, URL, etc. There are five components that are security-relevant:

- **Files contained in the package**, i.e., the files copied by RPM during installation.
- **Scripts**. A package may contain several shell scripts that are run at various stages of installation such as before building a source package, before installation, after installation, etc. RPM runs these scripts at the specified stage.
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- **Requires.** This tag specifies dependencies that a package may have. A package may depend on one or more packages. Rather than specifying these dependencies using package names, RPM and Debian permit the use of arbitrary strings. A package that has a dependency will be installed only if there is already another package installed on the system that “provides” it. The use of arbitrary strings for dependencies allows for multiple implementations of the same functionality.

- **Provides.** The functionality provided by a package. It will be matched against the “requires” field as described above.

- **Conflicts.** If a package conflicts with one or more packages, those are listed in this section. A new package that conflicts with an existing package will not be installed.

Based on the above description, the following attack avenues are possible that may let untrusted code to escape confinement:

1. **Attacks that perform malicious actions at install time.** RPM does not pose any restrictions on the scripts contained in a package. Thus, in the absence of additional protection, arbitrary attacks on the host are possible. SSI performs the installation within a virtual environment, so that these attacks would be isolated from the host.

   The only way in which the host environment is affected in SSI is due to copying of files modified during the installation — these files are copied out of the virtual environment onto the host. Hence the rest of the discussion below is concerned with how files may be used to achieve the goals of malicious code.

2. **Attacks that modify files used by benign packages.** By modifying these files, a malicious package may be able to inject its code into the execution flow of a benign application. Since benign applications are not constrained in any way, such an attack would allow malicious packages to escape confinement. There are two cases to consider here:
   - **Existing benign packages.** A malicious package may claim to contain a library or executable that is already used by an existing benign application. As a result, these files may be overwritten when the package is installed, and hence future runs of this benign application may end up executing code that belongs to an untrusted package. It is also conceivable that an attack based on modifying a non-code file (e.g., configuration file used by a benign application) may subvert the operation of a benign application and cause it to execute the code of an untrusted package. SSI prevents these attacks by restricting untrusted packages from modifying (or deleting) any existing file other than those previously installed by an untrusted package.
   - **Benign packages installed in the future.** Instead of targeting an existing benign application, a malicious package may target a package that is likely to be installed in the future. Alternatively, it may claim to provide (in the sense of “provides” feature described above) a functionality needed by a future benign package. In these cases, SSI would permit the initial installation of these files belonging to the untrusted application. However, at the time of installation of the benign package, SSI will detect that a benign package depends on an untrusted package, or contains files belonging to an untrusted package. In either case, SSI disallows installation and notifies the user so that he/she can uninstall the untrusted package before attempting to install the benign package (possibly after installing additional benign packages that satisfy the dependencies of the current benign package).
The above discussion assumes that package dependency information is complete. However, it is possible that some optional libraries or configuration files may be omitted in the package specification. Worse, for software installed from tarballs, no dependency information is available. SSI employs a second line of defense to prevent untrusted libraries and executables from being directly used by benign applications. It installs libraries in separate directories that are included in the search path used by the dynamic loader for untrusted applications, but not for benign applications. Untrusted executables are installed in such a way that when they are invoked, they are run within a confinement environment.

While our approach copes with missing dependencies on library or executable files, it does not currently implement a complete defense against missing configuration file dependencies. This is partly because we considered it a low-risk, and partly because the threat could be eliminated in the isolation-based execution confinement mechanism used in our implementation. However, as described in Section 5.1, our experiments suggest that a more general solution would be based on restricting the data files written by untrusted applications.

3. **Attacks contained in the files belonging to an untrusted package.** As described above, SSI ensures that all executables belonging to the untrusted code are “wrapped” in such a manner that when they are invoked, they would automatically be started up within a sandbox or virtual environment.

4. **Attacks on integrity of package database.** Package managers typically use a few files to maintain a database of packages installed on the system. Since many of the policies described above were based on the content of this database, these policies can be undermined by attacks that compromise the integrity of the database. To preclude these attacks, SSI verifies that the database changes resulting from the installation of an untrusted package concern that package only, and do not modify (or insert) information about other packages.

Our discussion in this paper is focused primarily on integrity threats, and does not consider denial-of-service threats.

### 2.2 Uninstall-Time Threats

Software uninstallation is carried out with the same level of privileges as the installation phase. Contemporary package managers run scripts provided by the package. Thus, the threat model parallels that of the installation phase. Specifically, it consists of:

1. **Attacks that perform malicious actions during uninstallation.** These remain the same as during installation, and are addressed in the same way.

---

3 On Linux, this is done by including these directories in the `LD_LIBRARY_PATH` environment variable before running an untrusted application, and not including them for benign applications.

4 This is why “conflicts” did not enter the discussion above — a malicious package may claim to conflict with a large number of packages that are likely to be installed in the future. When a user attempts to install them, she will get an error message. It is expected that in this case, and in other cases involving conflicts or failures relating to untrusted packages, the user will uninstall the untrusted package before proceeding further.
2. **Attacks that leave behind files after uninstallation.** We do not distinguish in this case between different types of files, or whether these files relate to benign packages in any way. Instead, SSI ensures that all files that were installed by an untrusted package are removed on uninstallation.

3. **Attacks that remove files belonging to other packages.** SSI enforces a policy that ensures that only the files copied into the host at installation time can be removed at uninstall-time.

4. **Attacks on the integrity of package database.** The attacks discussed in the installation phase under this category continue to be possible at uninstallation time, and can be prevented using the same high level policies (i.e., ensuring that the database updates are consistent with the package removed.)

5. **Attacks that cause errors during uninstall.** Such attacks are possible if the scripts related to the package perform actions that lead to an error, which in turn cause the package manager to abort uninstallation. While errors would cause a rollback during the installation phase, it is not an option here: we wish to remove the package. Our approach is to use the “force” option provided by package managers to forcibly remove the package from the database. (As mentioned above, SSI already ensures that the files installed by the package are removed.)

### 3 Approach Overview

Our approach consists of the following phases:

- **Initial installation in a virtual environment**, where the installation can proceed without violating host integrity or install-time failures. The actions observed during the installation are logged for further analysis in the policy-checking phase.

- **Policy checking** to detect if the actions observed during initial installation violated the requirements captured by an installation policy.

- **Commit/abort** phase, which propagates the files modified during installation to the host if no policy violations occurred. Otherwise, installation is aborted, leaving the host state as if the installation never took place.
Secure execution phase, during which untrusted software can be invoked within a confinement mechanism that is specified at install time.

Secure uninstallation phase that ensures that untrusted software can be uninstalled safely at any time.

These phases (and their rationale) are described in more detail below. Figure 1 shows the components of SSI involved in the installation as well as the uninstallation phase.

3.1 Initial Installation Phase

There are two basic options for protection against attacks during the installation phase. First, the installation could be performed within a sandbox that prohibits the execution of any action that has the potential to compromise host security. Unfortunately, such an eager enforcement approach is likely to fail: software installation typically requires writing to system directories, and updating databases that record the software installed on the system. Denying these actions will lead most installations to fail, while permitting them has the potential to damage system integrity. In particular, there is no easy way to determine whether an individual database update is safe or not: it is the end result achieved by a series of updates that can be determined to be “safe” or “unsafe.” For this reason, SSI determines safety by first performing the installation within a virtual environment, and examining post-installation system state for verifying safety policies. As we describe later, such state-based policies provide a novel capability that is crucial for expressing and enforcing the safety requirements for securing software installations.

We rely on our Safe Execution Environment (SEE) [32] for initial installation. SEEs offer several benefits over the alternative of using virtual machines for this purpose. Chief among them is that of accurate environment reproduction: SEEs are based on one-way isolation, which makes the host state visible inside the SEE. In other words, they provide an initial environment that is exactly the same as the host environment. As such, software installations, which have a number of host dependencies (including those based on previously installed software, their releases and patch versions, and so on) can be successfully installed within the SEE if they can be installed on the host OS. In contrast, virtual machines require significant additional effort for exact duplication of the host environment.

The second important reason for using SEE is that they offer the ability to commit the results of installation onto the host environment. If we relied on virtual machines, there is typically no easy way to migrate the changes made within the VM to the host OS. The obvious approach of rerunning the installation on the host OS after policy verification can turn out to be dangerous: a malicious software package may detect that it is being run within a VM the first time, and may not exhibit malicious behavior. For this reason, our installation policy may hold for the installation within the VM. However, when the installation is rerun on the host, malicious software can detect that it is no longer within a VM, and exhibit malicious behavior that violates our policy. In contrast, with the SEE, the behavior verified against a safety policy is the same one that gets committed to the host, thus ensuring that installation policies cannot be violated.

Our approach can support software installation using means other than package managers, e.g., tarballs and and self-installing executables. This is because our approach has
no direct dependency on the tools used for installation — they are simply run inside the SEE, and the resource accesses are observed, and policies enforced on their basis.

SSI uses the Alcatraz tool [22,5] for realizing an SEE. Alcatraz uses copy-on-write to handle file operations, i.e., any host files modified within the SEE are copied into the SEE and modified. The modifications are not visible to host processes unless they are also running within the same SEE. Modifications involving other resources (e.g., mounting files, arbitrary communication with processes outside SEE) are controlled by a policy that forbids most accesses that have the potential to harm host security. More details on SEE implementation (including the containment policies used) can be found in [22,32]. For SSI, we made a few modifications to Alcatraz: (a) replacement of manual determination of safety with an automated policy enforcement mechanism, (b) support for the Secure File Container feature described later, and (c) selective relaxation of restrictions on non-file resource accesses within Alcatraz so that software installers can download software from the Internet.

3.2 Policy Checking Phase

Previous work on SEE relied on a manual approach for determining the safety of the actions performed by untrusted software. Unfortunately, such a manual approach is cumbersome and error-prone. We have therefore developed an automated approach for determining the safety of software installations. Safety is defined by a policy, which is derived from the high-level description provided in Section 2. An important innovation in our approach is the development and use of state-based policies that can refer to the operations performed during installation, as well as the actual end result of installation. Such state-based policies are strictly more powerful than the class of policies that are enforceable using runtime monitoring [29], where decisions regarding permissibility of an operation need to be made without knowing about future operations made by a program. For instance, an installation program may need to add a new userid to the password file, and may do this by creating a copy of the password file, editing it to add a user, removing the original password file and then renaming the copy. A runtime monitoring approach would have to prevent the removal step of the password file, whereas a state-based policy can check that the end result of the program is acceptable: specifically, the difference between the initial and final password file is the addition of a line that corresponds to the new user, respecting other criteria such as the use of previously unused user and groupids, and a permitted shell.

A second innovation in our policies is that of action attribution: instead of requiring policies to be specified entirely in terms of low-level operations (or state changes), our policy framework allows these low-level operations to be mapped to higher-level operations, and the specification of policies in terms of these operations. Taking the userid addition example again, rather than stating a policy that relies on computing file differences between the original and modified password files and verifying certain characteristics of these differences, we can instead correlate the changes to the execution of a program useradd: in this case, the policy can be simpler, stating that the execution of useradd command with certain arguments is permitted.

Different policies can be associated with different installations — our policy framework provides flexibility in this regard. However, in practice, we expect a small number
of policies to be sufficient. One policy would concern benign packages, while a small set of policies may be specified for untrusted packages. (Our implementation uses a single policy for all untrusted applications, although this will need to be changed if we wish to support untrusted applications that require a higher level of access, e.g., servers that get started automatically after reboot.) The specific policies used in our implementation are described in Section 4.

**Package Database.** The policy checker makes policy decisions by querying a database, which consists of two components:

- Package management database. It is used by an existing package manager such as RPM or Debian to store information about the contents and dependency of all the installed packages.
- SSI-database. It is used to maintain package names, trust labels, and information about software installed outside of a package manager, such as tarballs and self-installing executables.

SSI currently supports RPM database, but its dependence on the details of the database is minimal. The implementation needs to be able to query RPM about the packages installed on the system, and their dependencies. For this reason, SSI can be easily ported to other package managers such as Debian. Moreover, SSI has no dependency on the higher level tools used during installation, e.g., Gnorpm or Synaptic package manager. These tools are simply run inside the SEE, and the safety policies checked against the resulting system state and the actions observed within the SEE.

### 3.3 Commit/Abort Phase

If the policy checker reports success, then the results of installation are committed. Otherwise, the entire SEE is discarded, which ensures that the host OS state is unchanged by the installation phase. The commit/abort phase is provided by SEE: we made one change, as described below, to ensure that untrusted software would always execute within a user-specified sandbox.

### 3.4 Secure Execution of Installed Software

An untrusted application may not violate any install-time policy, but may still exhibit malicious behavior when it is run. For instance, a game program may also act as a “bot,” polling an attacker-specified network address for malicious actions to carry out. Or, it may communicate with benign processes and may attempt to compromise them. For these reasons, it is important that the untrusted code be monitored at runtime, and its actions confined to ensure that it cannot compromise system security. We consider three options in this regard: sandboxing, isolated execution, and OS-based integrity protection.

**Sandboxing.** A number of sandboxing and policy confinement techniques have been developed [27,23,17,31,6,4,25,12], and may be used with SSI. SSI relies on a simple technique to ensure sandboxing of untrusted executables: while copying an executable
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from the SEE to the host OS, it is renamed, and the execution permission is removed. Libraries used by untrusted applications are stored in non-standard directories to minimize the likelihood that they could be accidentally used by benign applications. A wrapper script is created with the original name of the executable, which is then responsible for properly setting up the search path used by the dynamic loader, and executing the original executable within the sandbox. Note that this simple approach can be defeated by the user, but this is not our concern since we assume that the user is cooperative, i.e., the user will not actively subvert SSI.

Development of suitable sandboxing policies is a research problem in itself, and is not the focus of this paper. We simply observe that sandboxing policies are relatively easy to develop for some classes of untrusted code that are most commonly used, namely, document viewers and media players, as they require minimal access to OS resources.

Isolation. Instead of using a sandbox, the execution phase may rely on an isolation-based approach. This is the easiest option in our implementation since we are already using an isolation based technique in SSI. To ensure isolated execution of untrusted code, we modified Alcatraz so that it commits the results of untrusted installations to a separate section of the filesystem called a Secure File Container (SFC). The use of SFC ensures that none of the files (libraries, executables, or configuration files) contained in the untrusted software package can be accidentally used by benign applications. We use the same technique as with the sandboxing approach for invoking untrusted executables: a wrapper script is created with the original name of such executables. This wrapper script starts Alcatraz, initializes it with the environment within the SFC, and starts execution of the original executable.

As in the case of sandboxing, there remain some usability issues with isolation-based techniques — this is a topic of ongoing research in safe execution of untrusted software. As advances are made in this area, they can be seamlessly integrated with our approach focused on secure installations.

Information-Flow Based Integrity Protection. SSI will work seamlessly with information-flow based integrity techniques for Linux [33, 28, 21]. Indeed, SSI has been developed so that, together with the PPI integrity technique described in [33], it can provide a comprehensive defense against malware. In particular, SSI can simply label the files belonging to untrusted application with low integrity, while files belonging to benign packages are labelled with high integrity. Since PPI ensures that information cannot flow from low-integrity sources to high-integrity sinks, it makes sure that benign processes and the files used by them won’t be corrupted by untrusted applications.

3.5 Secure Uninstallation Phase

Secure uninstallation is supported for untrusted packages. If a package $A$ is to be uninstalled, we go ahead and uninstall all other packages that depend on $A$. Since our policies do not permit benign packages to depend on untrusted packages, uninstallation of untrusted packages can always be performed without breaking benign packages.
The threats relating to uninstallation phase and the approach for mitigating them were already discussed in Section 2, while the specifics of our policy are described in Section 4.2.

Within SSI, uninstallation first runs the normal package uninstallation process (e.g., `rpm -e`). It then determines if the actions performed during the uninstallation are permitted by the uninstallation policy specified in Section 4.2. Otherwise, SSI forces the package manager to remove the package from its database (without actual uninstallation), and then deletes all the files installed by the untrusted package.

4 Installation Policies

4.1 Policy Framework

One of the main difficulties with policy-based approaches is the difficulty of policy development. Sandboxing policies can routinely get quite large and complex since (a) they are stated in terms of low-level primitives (which files can be accessed and which ones can’t be), and (b) there are a large number of files on the system, and it is time-consuming (and error-prone) to identify all files that an application should be permitted to access. Moreover, a different policy is needed for each application, as the set of allowable and/or required resource accesses differ for different applications.

We observed that the principal reason for policy complexity is the large gap between high-level policy objectives such as those stated in the Introduction, and the low-level policies that can actually be enforced, which deal with specific resources that can be accessed, and the operations that are permissible. To combat this problem, we developed an approach that enables automated generation of lower-level policies from higher level policies. The specific techniques and mechanisms used to support higher level policies are described below.

Deriving low-level, enforceable policies from software package dependencies. We leverage the contents of software packages to ensure that untrusted packages cannot modify or corrupt files used by benign packages. Specifically, the following pieces of information can be obtained from a software package: (a) the files contained in the package, and (b) the names of other packages that this package depends on. The second type of information is readily available for RPM or Debian packages, but not for tarballs or self-installing executables. This has not been a serious problem in practice since we need (b) only for benign packages, which are typically from an OS distribution vendor that uses a package manager such as RPM or Debian. However, if it becomes necessary to install a benign package that arrives in the form of a tarball, the following work-around could be used to obtain an approximation for dependency information. In particular, the application can be executed within a virtual environment (e.g., our SEE) and its file accesses observed. The application then has a dependency on all the packages that contain one or more of the files accessed by the application. We note that the list obtained in this way may not be complete, but is clearly an improvement over the alternative of assuming no dependencies. Moreover, as described in Section 2, our approach incorporates a second line of defense to guard against attacks that may be possible due to incomplete dependence information.
To use the above procedure, benign packages need to be identified. We expect this information to remain the same across a given OS version, although it is conceivable that individual users may have some differences in terms of the sources they are willing to trust. Such differences may be captured by appropriately modifying a configuration file that specifies this information.

In our implementation, where RPM is the default package manager, we query the installed packages on the system, and based on the signature of the RPM package, a trust label is assigned and recorded in the SSI-database. We verify that installed benign packages only depend on other benign packages. (If this is not true, there is an inconsistency, and user input is needed to resolve it.) For packages that are installed outside of the package manager, their contents (and optionally, dependencies) are maintained in the SSI-database.

**State-based policies.** Another important reason for the complexity of typical sandboxing policies is due to the need to ensure that each permitted action leaves the system in a safe state. This requires explicit consideration of all possible operations that can be performed by an application, and their possible operands, and identification of those operation/operand combinations that are safe. Since there can be many ways for an attack to achieve the same objective, the size (and complexity) of policies can correspondingly increase. Moreover, as illustrated using the user addition example earlier, some sequence of operations may first take the system to an unsafe state before bringing it back to a safe state.

For the reasons mentioned above, SSI uses state-based policies that can reference (a) the final state of the system, (b) the initial state of the system, and (c) the sequence of operations that took the system from the initial to the final state. This enables powerful policies to be specified, e.g., we can capture any sequence of operations that allow “a file $f$ to be updated to an $f'$ such that $f$ and $f'$ differ in at most $k$ lines, and all these lines match a regular expression $R$."

The power offered by our post-execution analysis framework has steered us towards an extensible approach for verifying state-based policies, where new policy primitives could be defined by essentially writing scripts that operate on the state within the SEE, and return `true` or `false` indicating whether the policy was satisfied. We have chosen this alternative for expediency, as opposed to defining a special-purpose policy language.

**Providing safe exceptions using action attribution.** Sometimes, the installation of a package may require modifications to some files whose integrity is critical. For instance, `/etc/ld.so.cache` file needs to be updated after installing new shared libraries. Similarly, some packages may need to create new users. Arbitrary changes to files such as `/etc/ld.so.cache` and `/etc/passwd` will harm the system, so SSI needs to provide mechanisms to perform controlled updates to these files that ensure safety.

One approach for permitting safe changes was described in the previous paragraph: by comparing modifications to the file, and defining safety criteria for these modifications. However, an alternative approach may be preferable in some cases. This approach

---

5 Our intent is that the “user” is a system administrator — e.g., an OS distribution vendor may provide the list of benign and untrusted packages, or they may be maintained by user communities.
exploits the fact that often, the system already provides utilities for safely updating certain critical pieces of information. Examples include the `ldconfig` program to update the `ld.so.cache` file, `useradd` and `groupadd` programs to create new users or groups, and `chkconfig` program to enable or disable automatic startup of a specified service.

Based on the above observation, our approach allows specification of policies that permit execution of such utility programs, with constraints on argument values. Such an approach avoids the need for writing policies that need to “understand” the format of configuration files. For instance, instead of describing the format of a “safe” entry in `/etc/passwd`, we can state that it is safe to call the `useradd` program with certain parameters, e.g., with a userid other than 0, and not belonging to any existing group.

Policies in terms of higher-level actions such as `useradd` are supported by the policy checker as follows. First, a raw log of operations performed within SEE is obtained. The policy checker analyzes this log to derive parent-child relationships between processes, the programs executed by each process, and the resource accesses made by them. This information can be represented using a tree structure shown in Figure 2. In this tree, the internal nodes represent processes, while the leaves represent modification operations. The program corresponding to the root process of this tree is `rpm`, as we used `rpm` from the command-line in this example.

If the policy states that `useradd` can be used with certain restrictions on parameters, the policy checker first verifies if the invocation of this program in the SEE log conforms to these restrictions. It also makes sure that the program did not interact with any untrusted components, other than being invoked from an untrusted script with the arguments as permitted by the policy. If these checks succeed, all operations in the log that can be attributed to `useradd` or one of its children are deleted. Policies regarding resource accesses are checked after this step.

The power of the attribution mechanism is easier to illustrate in the context of more complex software packages. For this reason, Figure 2 shows the attribution tree for Apache. The scripts of this packages are executed in child processes of the `rpm` process.
The pre-installation script is executed first, adding a user account through the `useradd` command. Then `rpm` copies the contents of the package into their destination. Finally, a post-installation script uses `chkconfig` to start up Apache automatically at boot time, and then updates `/etc/mime.types` file.

### 4.2 Policy for Installing Untrusted Packages

Our installation policy consists of the following components. These components correspond directly to the threat model described in Section 2. We also describe the enforcement of these policies based on the mechanisms and techniques described above.

We remark that the policy described below is exactly the same as the one used in our evaluation.

1. **Attacks that perform malicious actions at install time.** These are prevented by policies that are already enforced by SEE, which confine non-file accesses made within SEE. We made two modifications to the default policy: the installer application is permitted to access the network, so that it can download packages from the Internet if needed. We also make an exception for communication with the X-server. (Alternatively, untrusted applications may be directed to a nested X-server using the Xnest [3]. This option ensures that the primary X-server is not compromised by untrusted code.)

2. **Attacks that modify files used by benign packages.**
   - **Files that an existing benign package depends on.** `SSI` ensures that an untrusted package does not modify or delete any existing file, except possibly those installed by an untrusted package.
   - **Files that a future benign package depends on.** As mentioned earlier, this is prevented by enforcing a policy that restricts benign packages from (a) having dependencies on untrusted packages, and (b) containing files that belong to untrusted packages. The contents of the package manager database and `SSI` database are used to compute the complete list of files that are within a package, as well as the complete list of files that it depends on.
   - **Files used by a benign package without specifying dependency.** Since we do not know that such a file would be used by an existing or future package, no install-time policy can be specified to preclude this. Instead, this possibility is avoided at the time of execution of benign software. The exact mechanisms differ, depending upon the technique used during execution phase, and were described in Section 3.4.

3. **Attacks contained in files belonging to untrusted package.** These attacks are contained using a confinement mechanism during the execution of untrusted software. The choices for doing this were described in Section 3.4.

4. **Attacks on integrity of package database.** We enforce a policy that ensures that the changes to the package database are consistent with the files actually copied into the system. In particular, (a) the package contents should include all and only the files that were reported as having been created or modified within the SEE, and (b) any files that were reported as having been deleted within the SEE must be part of the package. Moreover, information regarding all other packages in the database should remain unchanged.
5. **Granting exceptions based on attribution.** Updates to the file `/etc/ld.so.cache` using `ldconfig` are always permitted. Addition of a new MIME type in the file `/etc/mime.types` is permitted as long as it conforms to the state-based policy described before. These exceptions are recorded in SSI database so that their inverse operations can be permitted during uninstallation.

### 4.3 Policy for Uninstallation of Untrusted Packages

The uninstallation policy follows the outline specified in Section 2.

1. **Attacks that perform malicious actions during uninstallation.** These remain the same as during installation.
2. **Attacks that leave behind files after uninstallation.** The contents of the package database are queried to obtain the list of files installed by an untrusted package. If all these files are not removed during uninstallation, they are forcibly removed.
3. **Attacks that remove files belonging to other packages.** Once again, the contents of the package database are queried for the list of files installed by the untrusted application. Only these files are permitted to be deleted at commit time.
4. **Attacks on the integrity of package database.** These are thwarted by checking that the only change to the database is the removal of the untrusted package, and that none of the information relating to other packages have been changed.
5. **Attacks that cause errors during uninstall.** These attacks are handled as described in Section 3.5.
6. If SSI database indicates that exceptions were granted, operations that have the inverse effect are permitted.

Currently, there is no general way to identify how to “invert” an operation. Instead, we manually specify how to invert an operation on a case-by-case basis. For instance, for an operation that adds a MIME type, we specify that inverse operation has the effect of deleting the added MIME type.

### 4.4 Installation Policy for Benign Packages

The only policy enforced is that **benign packages should not depend on untrusted packages.** No policies are enforced during uninstallation of benign packages.

### 5 Evaluation

We have implemented SSI on RedHat Linux (CentOS 4.1). Our implementation uses a publicly available tool Alcatraz [5] as the SEE. The implementation of the policy checker and the user interface consists of 7K lines of Java code. In this section, we present an evaluation of the functionality and performance of this implementation.

#### 5.1 Evaluation of Functionality

The goal of this section is to evaluate the utility of SSI in securing real-world software packages. In this regard, we considered four cases: (a) installation of malicious
packages, (b) installation of nonmalicious untrusted packages, (c) installation of benign packages, and (d) secure uninstallation. Of these, (a) and (b) use the policies described in Sections 4.2 (c) uses policies from Section 4.4 while (d) uses policies from Section 4.3.

Real-world packages don’t embody all aspects of malicious behavior considered in Section 2. As a result, they do not stress our policies. In other words, confidence in the security provided by our approach is more a function of the completeness of the threat model and the soundness of the policies described earlier rather than the experimental evaluation. However, our experiments on nonmalicious and benign software involved a much larger number of packages, so they do demonstrate that our policies do not lead to false positives for typical untrusted packages.

Installation of Malicious Packages

Ideally, SSI would be evaluated by experimenting with a large collection of malware samples. Unfortunately, such an evaluation is not feasible on our chosen platform (Linux) since malware is relatively uncommon on Linux. What we have been able to do is to evaluate SSI using rootkits that are available from [1] — these were the only malware collection that we were able to obtain. In addition, since these rootkits are easily detected by our technique, we developed two additional test cases that embody a more sophisticated attack strategy.

More generally, we observe that most malware is designed so that it runs in the background, and is started up automatically at boot time. This requires modification of startup files, e.g., files within /etc/init.d/ on Linux. Since these files belong to benign packages, SSI will likely detect such attempts and abort the installation of such packages.

– Disguised rootkit. In this experiment, we downloaded all the rootkits that were available from [1]. There were a total of 10, of which 8 were applicable to Linux. Of these 8, four (mood-nt, adore-ng, suckitdid and cd00r) expect users to knowingly run them each time, and hence are not persistent. Our tool is not designed to prevent a knowledgeable user from knowingly running malware, but is rather aimed at malware that is installed surreptitiously. We were then left with four rootkits: bobkit, tuxkit, lrk5 and portacelo. During installation, all these rootkits modified files belonging to benign packages, such as ls, find, du, ps and init. The installation analysis determined that these actions are in conflict with the security policy that only untrusted files can be overwritten by untrusted packages. Hence the installation was aborted cleanly.

– Fake patch from Redhat. We tried to install the patch for fileutils that was suggested in the phish email from Redhat [24]. This fake patch was stopped by SSI, as the installation policy identified that the patch tried to create a privileged user with no password. On seeing this violation, the installation was aborted.

– “Malicious” rpm package. The Fedora package build system [16] suggests three possible attack scenarios from the malicious package writer. Of these, a malicious rpm-scriptlet is a serious threat. To test the effectiveness of SSI under this threat, we crafted a “malicious” rpm package. This package is named glibsys in RPM format. During the installation phase, the package tried to overwrite system files
Installation of Nonmalicious Packages from Untrusted Sources

For this test, we installed untrusted (but nonmalicious) packages from sources that might be considered untrustworthy, such as freshrpms and ATrpms. We report our experiences in installing and using these packages with SSI. In particular, we downloaded 335 packages from Atrpms and 152 packages from freshrpms. Only 144 of these 487 packages could be installed on our system even in the absence of SSI — this was because of dependencies that were not satisfied. Of these 144, 11 were server applications that required a higher level of trust, so we were left with 133 packages in all. Below are some examples of these applications.

- Multimedia and Document Viewers: gthumb, graphviz, ggv, xmms and xpdf.
- Games, Web Agents, IM: gnapster, ltris, xifrac, ymessenger and gaim.
- Archive Creation and Related Utilities: jpeg2ps, f2c, flac, unrar and pdfmerge.
- File Organization and Album Creation: hardlink++ and mkpp.
- Editors: bluefish, glabels, screem and gedit.

All of these 133 packages could be installed successfully without any problems within SSI. Thus, there were no false positives due to SSI in this experiment. Although we currently do not restrict the data files (e.g., configuration or documentation files) belonging to untrusted applications, we observed that we could do so fairly easily. In particular, we noticed that all these files had the name of the untrusted package, and were created within certain directories such as /usr/share/doc and /usr/share/info/-nasm.info.gz. There were about half-a-dozen such locations. Based on this observation, we plan to constrain data files written.

Installation of Benign Packages

For this evaluation, we chose a set of 38 rpm packages from the official repository, and tried to install them within SSI. It turned out that 37 of them were installed successfully, and one of them (ethereal) complained that it was dependent on package libnet which was untrusted. On seeing this, we replaced the untrusted version of libnet with a benign version obtained from the official repository and repeated the installation process. During this second attempt, ethereal was installed without problems.

Secure Uninstallation

We did not find any package that comes with malicious uninstallation scripts, so we hand-crafted some test cases to evaluate the ability to perform secure uninstallation. In particular, we crafted a package which tried to delete /etc/passwd in its uninstallation script. This action was captured by SSI and it was a violation of the policy specified in Section 4.2. Therefore, this action was aborted, and SSI verified that the set of files installed were actually removed from the file system.

We then tried to uninstall the nonmalicious packages installed before. We randomly chose 10 of them and ran uninstallation operation within SSI, it turned out all of them were successfully uninstalled without any violations to the uninstallation policy.


<table>
<thead>
<tr>
<th></th>
<th>Original Installation</th>
<th>SSI Installation</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td>Mozilla installer (binary)</td>
<td>3.285</td>
<td>4.127</td>
<td>26%</td>
</tr>
<tr>
<td>GnuChess (tar ball)</td>
<td>15.868</td>
<td>18.98</td>
<td>20%</td>
</tr>
<tr>
<td>Yahoo! Messenger (rpm)</td>
<td>2.433</td>
<td>4.813</td>
<td>98%</td>
</tr>
</tbody>
</table>

5.2 Performance Evaluation

The result of performance evaluation is summarized in Table 1. We evaluated SSI using three types of installation packages: binary installer, tar ball distribution, and rpm distribution. Mozilla installer is a self-contained binary, and it performed 8716 file modifications using 6 child processes. It incurred an overhead of 26%. The installation of gnuchess package (tgz format) had a 20% overhead, and its operation included three steps: configure, make, and make install. The entire procedure involved creation of 1935 new processes and 5325 modification operations on the file system. Finally, the installation of Yahoo messenger (rpm package) forked 6 child process and involved overall 42650 modification operations on the file system, and it incurred a 98% overhead. The average overhead across these three packages is about 50%, which is moderate but we believe to be acceptable in the context of SSI. Moreover, the primary performance bottleneck is the Alcatraz tool that provides our SEE. It uses ptrace-based system call interception, which frequently introduces 100% overheads on programs.

To estimate the performance benefits achievable using a more efficient system call interposition mechanism, we made an enhancement to Alcatraz that uses in-kernel system call interception mechanism for operations that don’t require processing by Alcatraz, e.g., read and write operations. With this modification, overheads due to context switches are decreased to about a third of the figures reported above. For instance, the overhead for installing Yahoo messenger rpm becomes 38% as compared to 98% which we observed using original Alcatraz.

6 Related Work

Software Installation. A number of recent research efforts have focused on the problem of software installation, but they are mainly concerned with handling dependencies and conflicts among packages.

Checkinstall [15] is a tool to build installation packages such as RPM from an installation script. Nix [14] presents a comprehensive solution for deploying software, but its focus is on functionality rather than security.

RPMSHIELD [34] is a tool aimed at securing the process of software installation. It uses policies based on the notion of ownership of files by packages. A file is said to be owned by a package if it is part of that package. However, it does not address the problem of dependencies between benign and untrusted packages, nor does it satisfy any of the goals for secure software installation that we outlined in the Introduction.

SoftwarePot [20] incorporates a secure software circulation model for software deployment. The software to be run is encapsulated with a file system that is transferred
from the code producer to consumer. The operations from the software are confined within the “pot.” It can be thought of as a combination of sandbox and software distribution model. But it constrains users into using one single way of software installation and execution confinement method. As a result, it is not possible to utilize existing package formats or sandboxing tools and policies with this approach. In contrast, SSI is compatible with existing software installation methods, and it is flexible in allowing users to choose different execution confinement tools. More importantly, SoftwarePot requires policy development efforts to support new software, while SSI uses a single installation policy for all untrusted applications. For securing untrusted applications during execution, SSI can leverage confinement policies that may already be available in widely used sandboxing tools such as systrace.

**Virtualization and Isolation Approaches.** Virtual Machines (VMs) \[35,13,9\] provide a coarse-granularity approach for dealing with untrusted software: such software could be run inside a virtual machine, while benign software runs on the host OS. FreeBSD jails \[19\], Linux VServer \[2\] and Solaris Zones \[26\] provide light-weight virtualization, where the same OS kernel is shared across the VMs, while still providing strong isolation between applications running on different VMs.

The main problem with virtualization approaches is that typically, users want to use untrusted software to operate on their files, and other resources that are part of the host OS. To derive the same utility within the VM, the host environment has to be duplicated inside the virtual machine. This is quite time-consuming — for instance, most standard (and typically benign) packages would have to be installed on both the host OS and the VM. Moreover, files needed by untrusted applications would need to be explicitly copied into the VM. As a result of this inconvenience, users frequently end up installing untrusted software directly on the host OS. Techniques such as Alcatraz \[22\] and FVM \[37\] (and the closely related product called Software Virtualization Solution (SVS) \[7\]) mitigate the overhead of environment duplication by using one-way isolation, wherein the host OS files are visible within the isolated environment, but the files written within the isolated environments aren’t visible on the host OS. However, usability issues still remain: if users want to make use of the outputs produced by untrusted software, they have to explicitly copy them back into the host systems.

**DTE and Sandboxing.** Boebert and Kain proposed Domain and Type Enforcement (DTE) \[10,36\]. Subjects (processes) are associated with domains, while objects (e.g., files) are associated with types. DTE policies specify which domains can access which types. They also specify domain transitions (if any) that should take place when a certain program is executed. Use of DTE to defeat rootkit attacks is described in \[8\]. SELinux \[23\] security is primarily based on DTE policies that have been developed with the goal of enforcing the principle of least privilege.

A number of so-called “sandboxing” approaches that have been developed to address untrusted code security \[17,12,4,25,30,27\] are conceptually similar to DTE. Motivated by simplicity, many of these systems typically use policies that are based on program names and file names, eliminating the intermediary notions of types and domains. While this loses some generality, it seems acceptable in the context of untrusted software.
All of the above approaches can potentially be used during the resident phase of untrusted software. However, they do not provide the power or flexibility of SSI during the installation phase. First, all these techniques are only capable of enforcing safety properties [29], which require that every operation leaves the system in a “safe” state. As described in Section 3, software installations typically involve intermediate states that are not safe. This motivated the development of state-based policies in SSI. Second, one of the biggest challenges in using DTE and sandboxing techniques is the difficulty of policy development. In contrast, SSI uses a single high-level policy that is enforced on all untrusted package installations.

**Information-flow based Approaches.** There has been a resurgence of interest in information-flow based approaches for preserving host integrity. PPI [33] and SLIM [28] enforce information flow policies that ensure that high integrity objects and subjects are not compromised by interacting with low-integrity objects and subjects. While policy development has been a challenge that has impeded deployment of mandatory access control (MAC), recent efforts such as UMIP [21] and PPI [33] have begun to address this problem by developing techniques to synthesize MAC policies.

SSI complements the above techniques: while the above techniques can protect host integrity from the execution of untrusted software, they do not provide a good solution for the installation phase. However, they do provide a strong foundation for SSI since they can answer questions regarding the trustworthiness of every file on the system. As a result, some of the potential gaps in SSI policies that arise due to missing information in software packages can be avoided.

**Back to the Future** system [18] uses information flow techniques to detect the presence of malware. Their approach does not constrain malware during its installation; instead, it is detected when its files are used by a benign application. Its main advantage is that it can recognize any attempt by malware to inject itself into inputs consumed by benign applications. Its drawback is that it allows host integrity to be compromised (as a result of malware installation), and this change has to be undone when malware is detected. This rollback may cause delays, and moreover, can introduce subtle file system consistency issues.

**Conclusion**

Software installations provide an attractive avenue for spyware and rootkits to embed themselves deeply into the operating system. In this paper, we proposed an approach for securing this entry point by developing a framework that confines accesses made by untrusted packages during their installation. Our technique can support a diversity of software installation mechanisms. It can also work with different approaches for confining untrusted software after the installation phase. A key novelty in our approach is the development of a high-level policy framework that largely eliminates the need for developing application specific installation policies. Instead, a single, intuitively simple high level policy can be used for a wide range of untrusted applications. Our experimental results demonstrate that our approach is effective, and achieves the goals set out in the Introduction.
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Abstract. Botnets are large groups of compromised machines (bots) used by miscreants for the most illegal activities (e.g., sending spam emails, denial-of-service attacks, phishing and other web scams). To protect the identity and to maximise the availability of the core components of their business, miscreants have recently started to use fast-flux service networks, large groups of bots acting as front-end proxies to these components. Motivated by the conviction that prompt detection and monitoring of these networks is an essential step to contrast the problem posed by botnets, we have developed FluXOR, a system to detect and monitor fast-flux service networks. FluXOR monitoring and detection strategies entirely rely on the analysis of a set of features observable from the point of view of a victim of the scams perpetrated thorough botnets. We have been using FluXOR for about a month and so far we have detected 387 fast-flux service networks, totally composed by 31998 distinct compromised machines, which we believe to be associated with 16 botnets.

1 Introduction

A malware is a program written with malicious intents. Today, the main motivation behind malware writing and their use is the easy financial gain. Smart miscreants write malware and sell them in the wealthy underground market to other miscreants [1]. These malicious programs are “installed” on machines all around the world, without any permission of the users, and transform these machines into bots, i.e., hosts completely under to control of the attackers. Bots are then used to steal computational resources and confidential information, to relay spam email messages, to mount distributed denial of service (DDoS) and other attacks, to host phishing websites, and for other kinds of scams. To maximise the profit from these activities, multiple “infected” machines are grouped together in a botnet (a network of bots) and used simultaneously to achieve the same purpose [2]. With a single command, miscreants can control hundreds or even thousands of bots [3]. The botnet problem is so extensive nowadays that it has made headlines several times [4-6].

The most well known botnets are those related with the Warezov and the Storm worms [6,7]. These botnets are infamous for the huge amount of spam emails they have been generating, often containing links to malicious web servers hosting various frauds as well as malicious web pages able to infect the machines.
of the visitors with malware. Of particular interest is the technique used by those botnets to masquerade the identity of the malicious web servers in order to maximise the availability of the service. If these web servers are difficult to identify, they are difficult to shutdown, and they can hit more and more victims. This technique, known as fast-flux service network, is very simple and consists in associating the canonical hostname of a malicious web server (e.g., www.factvillage.com) with multiple IP addresses corresponding to the addresses of a subset of the bots of the botnet. Each victims’ request to visit the web server will thus reach one of the bots and the bot will proxy the request to the real server, making impossible to discover the identity of the malicious web server without having full control of one of these bots. The association between the hostname of the web server and the IP addresses of the bots acting as front-end proxies is updated very frequently such that newly compromised machines can immediately take part in the game and dead bots are excluded without affecting the availability of the service [8].

The impact that botnets using fast-flux service networks have on the Internet community is tremendous [9]. Although the average lifetime of domains used for malicious purposes, including the domains associated with fast-flux service networks, is very short, the lifetime of botnets using those domains is much longer. As the identity of the hosts associated with those domains is well protected and the bots that are part of the networks are difficult to track, botnets are difficult to eradicate. Authorities put a lot of efforts to take down the domains registered for malicious purposes, but these efforts are worthless because the bots are not isolated. Before the domain is suspended, a new one is registered and associated with the same set of bots, to replace the old one. Consequently, miscreants can continue their malicious activity through their botnets without interruption.

The natural approach to monitor and detect botnets activity and the bots involved is to passively analyse the network traffic. Unfortunately, that requires the access to a significant network segment [10][11][12][13][14][15][16]. Fast-flux service networks are interesting from the research point of view because they allow to “observe” the botnet phenomenon from a completely different prospective, the prospective of a victim of the botnet. In fact, the visibility a victim has on the botnet is quite significant. More precisely, imagine a recidivous victim that visits very frequently a malicious web site associated with a botnet and served through a fast-flux service network. At each visit the victim is likely to access the web site through a different bot (recall that the canonical hostname of the web server is resolved into the IP address of one of the bots). After a large number of visits, the recidivous victim will have discovered the IP addresses of the majority of the active bots of the botnet.

This paper presents FluXOR, the system we have developed to detect and monitor fast-flux service networks. Given a suspicious hostname, FluXOR, by behaving like a recidivous victim, tries to detect if the hostname conceals a fast-flux service network. Hostnames associated with fast-flux service networks are then continuously monitored to find out all the IP addresses of the compromised machines that are part of the botnet associated with the service network itself.
FluXOR detection strategy is based on the combined analysis of nine distinguishing features describing some properties of (i) the domain the suspicious hostname belongs to, (ii) the degree of availability of the potential fast-flux service network, and (iii) the heterogeneity of the potential hosts of the network.

We have been using FluXOR since the beginning of January 2008 to monitor potential fast-flux service network whose hostnames were collected from spam emails. So far the system correctly classified all the analysed hostnames (4961) and 7.8% of them (387) turned out to be associated with fast-flux service networks, involving 31998 distinct compromised machines located all around the world. Real-time results of the analysis are available on-line at http://fluxor.laser.dico.unimi.it.

To summarise, this paper makes the following contributions:

– Identification of the features that, combined together, allow to precisely detect whether or not a suspicious hostname conceals a fast-flux service network (Section 3 and 4).
– Implementation of a strategy to monitor a fast-flux service network and to detect the majority of the bots that are in the network (Section 5).
– Empirical analysis of the fast-flux service network phenomenon (Section 6).

2 Problem Description and Solution Overview

A fast-flux service network is a network of compromised hosts that is used to carry out malicious activities, for example to deliver malware to users, to distribute illegal materials or to steal users’ credentials [8]. The service network is identified by one or more fully qualified domain names (FQDNs) that are resolved to multiple (hundreds or even thousands) different IP addresses, belonging to unaware compromised hosts, the fast-flux agents (or bots). The fundamental characteristic of a fast-flux service network is high availability, which is provided by continuously updating the pool of agents serving the network. Newly compromised hosts are inserted into the network, inactive or unreliable hosts are removed, and victims are always redirected to the active and most reliable agents. The key is a combination of a very short time-to-live (TTL) of the DNS resource records that associate the canonical name of the service network with the set of IP addresses of the agents and a round-robin selection of these records [17,18]. In the common setup, the agents do not carry out the malicious activities, but they simply redirect received requests to the fast-flux mother-ship, the controlling element of the network, whose identity must be kept secret. With this setup, it is not possible to identify the mother-ship without having complete control of one of the agents.

Imagine that the fully qualified domain name www.factvillage.com conceals a fast-flux service network composed of hundreds of agents and that it is used to attract users, with the promise of very cheap drugs, and to infect their machines with malware. Figure 1 shows how our sample malicious contents provider leverages the fast-flux service network to serve the victims. A victim, wishing to visit the on-line drugstore, queries a name server (usually a non-authoritative name
Fig. 1. An example of the fast-flux service network used by our sample malicious web server www.factvillage.com, the entities involved and the communication between these entities (nodes in gray denote hosts under the control of the miscreants and shaded agents denote those that are not currently serving the network).

Our goals are, given a fully qualified domain name, to verify whether it conceals a fast-flux service network and, in such a case, to identify all the agents that are part of the network. The prompt identification and isolation of all the agents is important because if the service network is shutdown but the agents remain under the control of miscreants, a new service network of the same extent can be created by simply registering a new domain and reusing the same agents. Moreover, these agents can be used for other malicious purposes (e.g., they can be used as DDoS zombies, to steal personal information from the hosts they are running on, and to act as spam bots). FluXOR is the name of the system.
we have developed to accomplish these goals. The key idea behind the system is that a fast-flux service network has *multiple distinguishing features* that are not typically found in benign fully qualified domain names. Some of the most characteristic features are (i) the time-to-live of DNS resources records, (ii) the large number of IP addresses into which the canonical hostname is resolved, and (iii) the heterogeneous set of organisations that own these addresses. Clearly, these features taken singularly are not enough to distinguish between benign and malicious hostnames. As an example let us compare our sample malicious hostname www.factvillage.com with the benign hostname database.clamav.net. The latter is a typical example of how DNS resources records with very small time-to-live and round-robin can be used to distribute the load across multiple mirrors (in this case the mirrors are used to distribute updates for the database of signatures of the ClamAV anti-virus [19]). Moreover, as mirrors are hosted by universities and companies, the hosts running a mirror belong to different networks, owned by different organisations, and are distributed around the world. Despite hosts like database.clamav.net have most of the characteristics of a fast-flux service network, FluXOR, by monitoring the suspicious hostname for a small period of time and by combining the extracted features using a naïve Bayesian classifier [20], can precisely distinguish between hostnames that are associated with fast-flux service networks from those that are not. It is worth noting that the chosen approach works well also when some of the selected features are not available.

When a fast-flux service network is detected, FluXOR continuously monitors the service network, behaving like a victim and periodically querying various DNS servers to resolve the canonical name of the network for the purpose of enumerating the IP addresses of the compromised hosts that, even for a small period of time, are used as agents.

A fast-flux service network, like the one described in this section, is known in the literature as a *single-flux* network. More complex setups are possible, an example is a *double-flux* network [8]. FluXOR handles indifferently any kind of fast-flux service network, but unfortunately the current implementation does not distinguish between the various types.

For the remaining of the paper, for conciseness, we will refer to the FQDNs associated with a fast-flux service network as malicious and to all the others as benign, although what in the paper is considered benign could be an hostname created for other malicious purposes but not associated with a fast-flux service network. Moreover, we will refer to any hostname whose maliciousness has not been established yet as suspicious.

### 3 Characterising Fast-Flux Service Networks

The features used by FluXOR to distinguish between benign and malicious hostnames are summarised in Table 1 and discussed in detail in the remaining of the section. The features are grouped in three categories: (i) features characterising the domain name to which the suspicious hostname belongs to, (ii) features
charaterising the degree of the availability of the network that is potentially associated with the suspicious hostname, and (III) features characterising the heterogeneity of the potential agents of the network. Some of the features might appear similar initially, but, as shown later, each of them tells us something important about the suspicious hostname, especially because some features might not be always available and because there is no well known convention about how some of them are attributed.

3.1 Features Characterising the Domain Name

Domain age ($F_1$). Benign domains are usually characterised by a relatively long age. Domains used for malicious purposes instead are typically active only for short periods of time. As soon as they are identified, they are deactivated by the authority in charge of the corresponding top-level domain. Thus, miscreants have to register new domains and start to use them right away, to successfully achieve their malicious purposes. The average age of a benign domain is much older than the average age of malicious domain. Indeed, during our experiments, we have estimated that the average age of malicious hostnames is less than five weeks.

Domain registrar ($F_2$). We empirically observed that most of the domains used to implement fast-flux service networks are registered through a limited number of registrars, typically located in countries with a lax legislation against cybercrime. Our hypothesis is that these registrars perform almost no check when domains are registered. Miscreants can easily complete the registration process using false identities and paying with stolen credit card numbers, making impossible, for the authorities, to identify the person who has effectively registered a domain. On the other hand, the set of registrars used to register benign domains is more heterogeneous and is not likely to overlap with the set of registrars used by miscreants.
3.2 Features Characterising the Degree of Availability of the Network

*Number of distinct DNS “A” records (F₃).* Fast-flux service networks are generally composed by a large number of agents. The authoritative name server for the malicious domain, when queried, returns the set of active agents (i.e., the subset of agents currently serving the network) by returning multiple DNS “A” records, each one containing the IP address of a specific agent. These resource records are periodically updated by the fast-flux mother-ship to put in the network newly compromised agents and to remove the faulty ones. Thus, after a reasonable long span of time, the number of distinct DNS records of type “A” (i.e., agents IP addresses) that had or have been associated with a malicious FQDN is rather large. The higher the number of distinct DNS records of type “A” associated to the same FQDN, the larger the number of potential agents, and the higher the probability that the FQDN conceals a fast-flux service network.

*Time-to-live of DNS resource records (F₄).* The fundamental characteristic of fast-flux service networks is the high frequency at which the set of active agents is updated. Most of the agents are end-user machines and consequently it is reasonable to expect that they will appear on-line and disappear very frequently. Thus, to guarantee the high availability of the service offered through the fast-flux network, the set of active agents has to be updated as soon as one of them changes its state. Moreover, the update must be promptly propagated across the Internet, down to the victims. To achieve this goal, the authoritative name server for the malicious domain associates a very short time-to-live to the DNS resource records of the domain. That forces non-authoritative name servers, used by the victims, to flush their cache and to query the authoritative name server very frequently, that in turn returns a different set of active agents every time. The higher the time-to-live associated to the various DNS resource records of a domain, the lower the probability that the domain is malicious. Unfortunately the converse is not always true. Several authoritative name servers for benign domain names associate very short time-to-live to their records for various purposes.

3.3 Features Characterising the Heterogeneity of the Agents

*Number of distinct networks (F₅).* Fast-flux agents are usually randomly compromised hosts scattered all around the globe. Thus, a malicious FQDN is resolved to many different IP addresses belonging to hosts that very likely belong to different networks. On the other hand, when a benign FQDN encompasses multiple hosts, for load-balancing purposes, these hosts often belong to the same network because they are owned by the same company and physically very close to each other. The higher the number of distinct networks associated to the same FQDN, the more scattered the hosts are, and the more likely these hosts have been compromised and have been used as fast-flux agents. As an example compare the networks associated with the benign FQDN [hp.com](http://www.hp.com) with those associated with the malicious FQDN [www.factvillage.com](http://www.factvillage.com), reported respectively
Table 2. Comparison of the host specific features (F₅ to F₉) characterising two benign and one malicious FQDNs (the entries in bold are those common to multiple IP addresses)

<table>
<thead>
<tr>
<th>IP address</th>
<th>F₅</th>
<th>F₆</th>
<th>F₇</th>
<th>F₈</th>
<th>F₉</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.216.110.140</td>
<td>15.0.0.0/8 AS9218 polyserve.com HP-INTERNET Hewlett-Packard</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.192.45.22</td>
<td>15.0.0.0/8 AS9218 polyserve.com HP-INTERNET Hewlett-Packard</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.200.30.24</td>
<td>15.0.0.0/8 AS9218 polyserve.com HP-INTERNET Hewlett-Packard</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) hp.com (benign)

<table>
<thead>
<tr>
<th>IP address</th>
<th>F₅</th>
<th>F₆</th>
<th>F₇</th>
<th>F₈</th>
<th>F₉</th>
</tr>
</thead>
<tbody>
<tr>
<td>67.228.112.196</td>
<td>67.228.0.0/16 AS36351 avast.com SOFTLAYER-4-5 SoftLayer Tech.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>216.12.205.130</td>
<td>216.12.192.0/19 AS36420 avast.com EVRY-BLK-4 Everyone Internet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>74.86.245.119</td>
<td>74.86.0.0/16 AS36351 avast.com SOFTLAYER-4-4 SoftLayer Tech.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) www.avast.com (benign)

<table>
<thead>
<tr>
<th>IP address</th>
<th>F₅</th>
<th>F₆</th>
<th>F₇</th>
<th>F₈</th>
<th>F₉</th>
</tr>
</thead>
<tbody>
<tr>
<td>61.18.66.?</td>
<td>61.18.0.0/16 AS9908 hkcable.com.hk HKCABLE-HK HK Cable TV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>218.47.195.?</td>
<td>218.47.0.0/16 AS4713 ap.plala.or.jp PLALA Plala Net. Inc.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>81.173.151.?</td>
<td>81.173.151.0/24 AS8422 netcologne.de NC-DIAL-IN-POOL NetCologne</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(c) www.factvillage.com (malicious)

in Table 2(a) and Table 2(c). The IP addresses associated with the former all belong to the same network (15.0.0.0/8), while the addresses associated with the latter belongs to completely different networks. As shown in the example of Table 2(b) where each IP address associated with www.avast.com belongs to a separate network, this is not always the case.

Number of distinct autonomous systems (F₆). An autonomous system (AS) is a connected group of one or more IP prefixes run by one or more network operators with a single and clearly defined routing policy [21]. Thus, distinct networks, but physically very close, might be connected to the Internet through the same AS. As with the previous feature, the majority of benign FQDNs are mapped to hosts located in a circumscribed geographical area and are all part of the same autonomous system. On the other hand, as the agents of a fast-flux network are scattered across all the countries, they typically belong to distinct autonomous systems. As an example let us compare the autonomous systems associated with the benign FQDN www.avast.com, with those associated to www.factvillage.com (Tables 2(b) and 2(c) respectively). In the first case we have three distinct networks but only two autonomous systems. In the second case, each host, as located in a different country, is part of a different AS.

Number of distinct resolved qualified domain names (F₇). Even if a FQDN is associated with multiple hosts scattered around the globe and part of distinct networks and autonomous systems, the hosts might still be owned by the same company or organisation and thus they can share the same qualified domain name. As an example let us compare the benign FQDNs of Tables 2(a) and 2(b) with the malicious www.factvillage.com of Table 2(c). In the first two cases both hostnames
are resolved into multiple IP addresses, but these addresses are in turn resolved into canonical hostnames belonging to the same domain (i.e., polyserve.com and avast.com respectively). The example of www.avast.com clearly indicates that all the IP addresses found are legitimate. Unfortunately, that is not completely evident in the case of hp.com because the domain name (polyserve.com) does not match the domain name of the suspicious FQDN under analysis. Nevertheless, all the IP addresses found are part of the same domain, which is not common for malicious FQDNs. Indeed, fast-flux agents are compromised hosts belonging to distinct organisations, and the canonical hostnames associated with their IP addresses are solely under the control of the respective owners of the networks and the attacker cannot control in any way these information. In the case of www.factvillage.com, each of the three IP addresses found, probably used by dial-up hosts, is resolved into a hostname with a distinct qualified domain, corresponding to that used by the ISP providing the service.

**Number of distinct assigned network names (F8).** The network name is the name assigned to a network by the registration authority. Multiple network addresses can be logically grouped under the same network name. This is often the case when the different network addresses are owned by the same company or organisation. Like the other three previous features, the number of distinct network names is an indication of the degree of scattering of the hosts associated with the suspicious FQDN.

**Number of distinct organisations (F9).** Each network is assigned to an organisation, but as with network names, same organisation can own multiple networks with one or multiple names. As an example let us consider the benign domain avast.com analysed in Table 2(b). Each network is assigned a distinct network name, but two of these networks belong to the same organisation (i.e., SoftLayer Technologies Inc.). Clearly, fast-flux agents randomly distributed around the world share a limited number of organisations.

4 Combining the Features for Detection

FluXOR initially monitors suspicious hostnames for a short period of time, after which the selected features are analysed to determine whether the domain is malicious or not. The number of domains is incredibly growing. Indeed, it has been estimated that several hundreds of thousands of generic second-level domains (e.g., .com, .org, .net) are registered daily [22]. Consequently, the number of suspicious hostnames to monitor can be very large and it is essential that a precise classification can be accomplished in the shortest period of time, to reduce the workload of the system, but also to promptly intervene to mitigate the damage fast-flux service networks and their bots can cause to the Internet community.

Table 3 shows a comparison of the features of three FQDNs, associated with as many distinct fast-flux service networks, with those of three benign hostnames.
Table 3. Comparison of three sample benign and malicious FQDNs using the selected features ($F_1$ is measured in weeks) and comparison of the features of the average benign and malicious FQDNs (computed from a set of about 75 benign and 215 malicious hostnames monitored for about three hours)

<table>
<thead>
<tr>
<th>FQDN</th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>$F_3$</th>
<th>$F_4$</th>
<th>$F_5$</th>
<th>$F_6$</th>
<th>$F_7$</th>
<th>$F_8$</th>
<th>$F_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><a href="http://www.avast.com">www.avast.com</a></td>
<td>539</td>
<td>3600</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>adriaticobishkek.com</td>
<td>65</td>
<td>1200</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>google.com</td>
<td>542</td>
<td>300</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>493.27</td>
<td>N/A</td>
<td>2.86</td>
<td>4592.53</td>
<td>1.27</td>
<td>1.11</td>
<td>1.08</td>
<td>1.21</td>
<td>1.07</td>
</tr>
<tr>
<td>Standard dev.</td>
<td>289.27</td>
<td>N/A</td>
<td>3.89</td>
<td>7688.74</td>
<td>0.65</td>
<td>0.36</td>
<td>0.74</td>
<td>0.58</td>
<td>0.25</td>
</tr>
<tr>
<td>Malicious</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><a href="http://www.eveningher.com">www.eveningher.com</a></td>
<td>18</td>
<td>300</td>
<td>83</td>
<td>49</td>
<td>33</td>
<td>71</td>
<td>54</td>
<td></td>
<td></td>
</tr>
<tr>
<td><a href="http://www.factvillage.com">www.factvillage.com</a></td>
<td>2</td>
<td>300</td>
<td>81</td>
<td>46</td>
<td>34</td>
<td>67</td>
<td>54</td>
<td></td>
<td></td>
</tr>
<tr>
<td><a href="http://www.doacasino.com">www.doacasino.com</a></td>
<td>2</td>
<td>180</td>
<td>14</td>
<td>11</td>
<td>11</td>
<td>14</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>4.85</td>
<td>N/A</td>
<td>98.13</td>
<td>261.49</td>
<td>63.75</td>
<td>38.36</td>
<td>27.98</td>
<td>53.58</td>
<td>41.47</td>
</tr>
<tr>
<td>Standard dev.</td>
<td>4.9</td>
<td>N/A</td>
<td>9.84</td>
<td>59.64</td>
<td>23.91</td>
<td>12.34</td>
<td>8.5</td>
<td>18.73</td>
<td>15.41</td>
</tr>
</tbody>
</table>

Note that the features reported in the table were extracted after only three hours of monitoring. From a quick glance at the numbers in the table it should be clear that each of the selected features effectively tells us something important about the maliciousness of a hostname. Although it is easy to spot by hand benign and malicious hostnames, the numbers in the table show a high variability in the most intuitive features (e.g., $F_3$ and $F_4$). For all the analysed hostnames reported in the table it was possible to extract all the selected features. In the general case some of these features might be missing, but nevertheless the system must be able to correctly discern between malicious and benign hostnames. Furthermore, hosts associated with malicious hostnames tend to be rather scattered, but the degree of the scattering and the number of fast-flux agents might depend on the amount of time the fast-flux service network has been active. If hosts are compromised and turned into agents using a self-propagating malware (e.g., that identifies targets using weak random scanning), it is reasonable to believe that, in the early stage, the agents are rather localised and limited in number. Our goal is to be able to detect if a hostname is malicious as soon as possible, even when the number of agents involved is very small.

For these reasons the detector tries to achieve the best accuracy by combining the selected features using a naïve Bayesian classifier [20]. Given the features of a suspicious hostname, the classifier returns the class (i.e., benign or malicious) to which the hostname is most likely to belong to. The classifier was trained with a set of malicious and benign FQDNs that we manually classified, with the help of data obtained after a week of monitoring. The set of malicious hostnames was composed of hostnames found in spam emails. The set of benign hostnames was composed of hostnames found in spam and non-spam emails. Furthermore, the latter set was extended, to make it more heterogeneous, by adding the address of some randomly selected websites we recently visited. The assumption that the features are completely independent, made by this type of classifier, might appear to simplistic (e.g., features like $F_5$, $F_6$, $F_8$, and $F_9$ could be correlated). Nevertheless, this approach turned out to have very good performance in many real-world situations and the work of Zhang has shown that the efficacy of naïve
Bayesian classifiers has some theoretical foundations \cite{23}. In our context, as discussed later in Section 6 this approach gives very accurate results (for this reason we decided not to evaluate other classifiers). Our hypothesis is that, in practise, no real correlation between the alleged correlated features ($F_5$, $F_6$, $F_8$, and $F_9$) exists because no convention regulates how ISPs should partition their address space. For example the network associated with a single autonomous system ($F_6$) could be divided into sub-networks and multiple sub-networks ($F_5$) can be assigned to the same organisation ($F_9$).

## 5 Architecture and Implementation of the System

The architecture of FluXOR is very simple. The system is divided in three components and each one accomplishes a very specific task: (i) one or more collectors of suspicious hostnames, (ii) one of more monitors of suspicious and malicious hostnames, and (iii) a detector of fast-flux service networks. Figure 2 shows the typical deployment of the system.

FluXOR is entirely developed in Python and consists of about 2150 LOC, without including the code of the web interface used to display the results of the analysis.

### 5.1 Collector

The collector harvests from various sources hostnames that could be associated with fast-flux service networks. Examples of sources are unsolicited emails, instant messages and post in public web forums and blogs. The current implementation of FluXOR only supports harvesting of suspicious hostnames from emails. In the future this component will be extended to support other sources, for example using web crawlers and honeypots. Newly collected hostnames are flagged as suspicious and are considered as such and monitored until the detector classifies them.
5.2 Monitor

The monitor is responsible for monitoring suspicious and malicious hostnames. Benign FQDNs, instead, do not need to be monitored (recall that benign hostnames are those already monitored in the past and classified as such). The distinguishing features used by FluXOR to detect fast-flux service networks are extracted from data obtained by querying two different sources: (i) non-authoritative name servers and (ii) WHOIS servers. Once a malicious hostname is detected, instead, it is sufficient to perform a subset of the queries used to monitor suspicious hostnames, that is, those used to extract features describing the heterogeneity of the agents. For statistical and analysis purposes other information about the agents are also collected (e.g., the country in which the hosts are located and their geographical location). A description of the queries performed follows.

Features characterising the domain name ($F_1$ and $F_2$). Given a FQDN like www.factvillage.com, the age of the domain and the registrar in charge for the domain are determined through WHOIS queries on the name of the second-level domain (e.g. factvillage.com). Although the query is conceptually trivial, it presents a serious challenge from the practical point of view. The WHOIS protocol does not define the format in which replies to queries have to be formatted and registries are free to choose the format they like more [24]. Moreover, some registration authorities omit to publish part of the information needed by our analysis. Today the entire IPV4 address space is assigned to 10 different registries. Things are more and more complicated for top-level domains because each domain is assigned to a different registry. Currently we are using a custom WHOIS client that is able to parse the format used by the most common registration authorities. To deal with the registries not currently supported by our client, we rely on a commercial service, that extracts WHOIS information and convert them in XML and offers a free limited number of queries per day. In the future we will extend our client to make the system completely independent from third parties.

Features characterising the degree of availability of the network ($F_3$ and $F_4$). The natural approach to enumerate all the resource records of type “A” associated with a particular FQDN (i.e., the IP addresses of the potential fast-flux agents) and the time-to-live of the various records would be to query directly the authoritative name server for the suspicious domain. Although at each query we would always obtain “fresh” records and we would have the highest chance to see previously unseen records (i.e., in the ideal case records are rotated at each query and always have the highest time-to-live), the malicious authoritative name server could easily correlate the high number of queries with a system like FluXOR and consequently fool the analysis by returning fake resource records.

Obviously, a malicious registrar returning (directly or indirectly) fake answers to our WHOIS queries could fool our system. However, in our opinion, that is very improbable: top-level domain registrars are accredited directly by ICANN and they risk to compromise their entire business if they are found to be malicious.
The solution currently adopted by FluXOR is to collect the information by issuing recursive queries through multiple public non-authoritative name servers, such that FluXOR queries are blended in the victims’ queries. To estimate the maximum time-to-live of the resource records, to maximise the number of agents seen, and to minimise the network traffic, non-authoritative name servers are queried immediately after the cached records have expired.

Features characterising the heterogeneity of the agents ($F_5$ to $F_9$). The remaining features are specific to the IP addresses into which a suspicious FQDN is resolved to. The number of distinct networks ($F_5$) associated with the same FQDN is computed by enumerating the distinct networks associated with the IP addresses of the potential fast-flux agents. This information can be obtained through a WHOIS query, one for each IP address, directed the respective registry. Similarly, the number of distinct autonomous systems associated with the same FQDN ($F_6$), is obtained by querying the databases of the regional registries for the AS to which each IP address belongs to. The number of distinct domain names associated with the IP addresses of the potential fast-flux agents ($F_7$) are obtained by querying name servers for pointer (PTR) resource records associated with each IP address (this kind of query is commonly known as “reverse lookup”). The hostnames obtained are subsequently split to extract the domain name. The network name and the organisation owning the network ($F_8$ and $F_9$) are obtained through WHOIS queries. Unfortunately some of the information from which we extract the features of interest are not always available. An example are PTR records associated with the IP addresses of the potential agents.

5.3 Detector

The detector of malicious hostnames feeds the set of collected features of the suspicious hostname to the naïve Bayesian classifier for the classification. The classifier is built on top of Weka [25], using the classification algorithm called “NaiveBayesSimple”, which models numeric attributes by a normal distribution.

6 Experimental Results

We have been running FluXOR since the beginning of January, but unfortunately the system has been working without interruption only since mid January. Currently the monitor and the detector are located on the same machine, an AMD Athlon XP 1.8GHz with 384Mb of RAM, running GNU/Linux and using MySQL for the persistent storage. The detector has been trained with three different data-sets, containing features extracted after one, two, and three hours of monitoring respectively. The three training sets were composed by 50 benign and 75 malicious FQDNs manually analysed and classified. The collector was located on the mail server of our laboratory and processed all the spam emails forwarded by the mail server of our department. Malicious FQDNs were all extracted from
Table 4. Summary of the results obtained using FluXOR to monitor the suspicious hostnames found in spam emails. Note that the number of agents is the number of distinct IP addresses. Dial-up hosts using dynamically assigned addresses might use multiple addresses and multiple hosts might share some addresses.

<table>
<thead>
<tr>
<th>Description</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processed spam email messages</td>
<td>44804</td>
</tr>
<tr>
<td>Extracted URLs</td>
<td>15281</td>
</tr>
<tr>
<td>Active FQDNs (whose hostname could be resolved)</td>
<td>4961</td>
</tr>
<tr>
<td>Fast-flux service networks</td>
<td>387</td>
</tr>
<tr>
<td>Fast-flux agents</td>
<td>31998</td>
</tr>
<tr>
<td>Botnets</td>
<td>16</td>
</tr>
</tbody>
</table>

spam emails, while benign hostnames were extracted from emails (both spam and non-spam) and from the history of our browsers.

Table 4 summarises the most important numbers of our experiments: the volume of spam email messages processed, the number of URLs extracted, the number of FQDNs active at the time the emails were received, the number of fast-flux service networks detected, the number of distinct fast-flux agents, and the number of hypothetical botnets the detected fast-flux agents were part of. About 7.8% of the active FQDNs turned out to conceal fast-flux service networks served by 31998 distinct fast-flux agents, which we believe to belong to 16 distinct botnets (we considered two fast-flux service networks associated with the same botnet if they were pointing to the same website).

We evaluated the detection accuracy automatically, before training the classifier, and manually by comparing the output of the detector with our belief. Although during the manual analysis we found some corner case benign and malicious hostnames, the detector always classified the suspicious hostnames correctly. That is, we had zero false-positives. We also tried to correlate the data collected in the last month to understand the botnet phenomenon by observing botnets activity from the prospective of a victim, starting from hostnames associated with fast-flux service networks found in spam emails.

6.1 Detection Accuracy

We evaluated the accuracy of our detection strategy following two different strategies: (i) an automatic cross-validation with the three training data-sets and (ii) a manual analysis of a random subset of the active FQDNs extracted from the emails.

Part of our training data-set was used to estimate the accuracy of the model using cross-validation, with 5 and 10 folds [26]. No hostname was misclassified. The manual analysis was performed by comparing the response of the detector with our belief about the maliciousness of the hostnames. Hostnames whose maliciousness was difficult to attest were monitored for a day. The detector was invoked three times on each sample, the first time with the features extracted
after one hour of monitoring and the corresponding model, the second and the third time with the features extracted after two and after three hours of monitoring, and the corresponding model, respectively. Note that the amount of active hostnames processed were rather large and impossible to analyse manually in its entirety. Thus, we pruned the set using a filter to identify all the hostnames that were undoubtedly benign (i.e., those, after three hours of monitoring, associated with only two or less IP addresses and classified as benign). The manual analysis confirmed the correctness of our classifier, no hostname was misclassified.

During the manual analysis of the accuracy of the detector we came across some peculiar benign hostnames that had some of the characteristic of malicious hostnames. Two examples of these hostnames are imageshack.us and database.clamav.net. These hostnames are associated with very small time-to-live and are resolved in multiple IP addresses, 129 and 21, respectively. All the 129 distinct IP addresses associated with the first hostname belong to the same network. That makes us believe that the hosts are hosted in a server farm somewhere and that load-balancing is implemented using DNS round-robin. On the other hand, the IP addresses associated with database.clamav.net (see the discussion in Section 2) are located in 12 distinct networks, because mirrors are voluntarily hosted by companies and universities. Both hostnames belong to domains registered several years ago through registrars that are not commonly used by miscreants. In both cases FluXOR correctly classified the hostnames, even when the detection was performed using the features collected during one hour of monitoring only. Other examples of correctly classified benign hostnames that share some of the features of hostnames used for fast-flux service networks are pool.ntp.org and en.wikipedia.org.nyud.net (Wikipedia mirrored through Coral Content Distribution Network).

We also identified several very young (or not very active) fast-flux service networks for which, after an hour of monitoring, we only saw from three to five distinct agents. After three hours of monitoring the size of the network was still very small and reached only seven or eight agents. Despite the small number of agents, the hostnames were always classified as malicious, even when detection was performed using the data collected in an hour of monitoring. Not completely convinced of the response of the detector, we continued to monitor the hostnames. After several days the service networks encompassed hundred of hosts.

Three observations are worth mentioning. First, the detector is surprisingly precise. Second, in less than three hours we can precisely tell if a FQDN is malicious or not. Third, the current status of the fast-flux service network might not reflect the status of the network in the future (e.g., a hostname can be used for any kind of purpose at the beginning and then associated with a fast-flux service network in the future). The detector can only classify the current status

---

2 The hostname database.clamav.net is resolved into different IP addresses according to the country from which the request comes from. During our experiments we used a public DNS located in the U.S., which is the country with the highest number of IP addresses associated with the hostname.
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6.2 Empirical Analysis of the Fast-Flux Service Networks Phenomenon

Although we collected suspicious hostnames from a single source only and the number of hostnames collected was rather small, the number of detected fast-flux service networks and the number of their agents is unexpectedly very large. About 7.8% of the hostnames analysed were malicious. In the following paragraphs we briefly summarise some results we believe are interesting. Real-time and complete results of the analysis can be found on-line at http://fluxor.laser.dico.unimi.it

Figure 3 shows the number of fast-flux agents, belonging to six distinct networks, detected during the time. The number of agents detected depends on many factors. For example the time-to-live of the DNS resource records, the number of records returned at each query, and the frequency at which the set of active agents is updated. The case of ibank-halifax.com is very impressive. In less than a day we detected about 3000 agents. The turnaround of agents in the average fast-flux service network is much smaller. The average number of new agents detected daily was about 122.

We visited some of the websites served thorough the detected fast-flux service networks and found out that several FQDNs were associated with the same website. The networks were probably pointing to the same mother-ship. Our hypothesis is that, to improve the availability of the system, miscreants registered multiple domains. If a domain was shutdown, victims could still be served...
Table 5. Some of the fast-flux service networks detected, grouped by botnet

<table>
<thead>
<tr>
<th>Botnet (Website)</th>
<th># networks</th>
<th># agents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Halifax scam</td>
<td>1</td>
<td>13958</td>
</tr>
<tr>
<td>Canadian Pharmacy</td>
<td>312</td>
<td>4773</td>
</tr>
<tr>
<td>EuroPrimeCasino</td>
<td>7</td>
<td>3242</td>
</tr>
<tr>
<td>Cheap EOM Software</td>
<td>1</td>
<td>2371</td>
</tr>
<tr>
<td>PosteItaliane scam</td>
<td>1</td>
<td>50</td>
</tr>
</tbody>
</table>

Fig. 4. Geographical distributions of the detected fast-flux agents

through the other domains. Thus, it is more difficult for the authorities to eradicate the scam. Besides the common website, this hypothesis is further corroborated by the fact that multiple fast-flux service networks are served by the same set of agents. Figure 3 shows that the number of agents detected during the time for the FQDNs wherefell.com and cheaptmundo.com is growing symmetrically. We also observed that the two domains share the same authoritative name servers and also about 81% of the agents. We believe it is reasonable to assume that all the fast-flux networks pointing to the same website, and thus used for the same fraud, are served by agents belonging to the same botnet. Table 5 shows some of the hypothetical botnets associated with the detected fast flux service networks, and their extent in number of agents (the name assigned to the botnet is derived from the title of the main page of the website).

Figure 4 shows the geographical distribution of the detected agents. Their heterogeneous geographical distribution testifies that the scale of the problem is world-wide.

7 Related Work

The botnet problem has been studied by the research community mainly from two different perspectives: from the prospective of the bot, to study its code and its behaviours, and from the prospective of the network, to study the traffic
generated by these bots. The approach proposed in this paper studies the phenomenon from the prospective of a victim of the scams perpetrated by these botnets.

The first analysis and characterisation of fast-flux service networks was presented by the HoneyNet project [8]. The report analysed the two types of networks seen so far (i.e., single-flux and double-flux service networks) and analysed the behaviour of a malware with the capabilities of a fast-flux agent. The problem of detecting and mitigating fast-flux service networks was concurrently addressed by Holz et al. [27]. Our work and theirs are very similar. They also propose a detection method based on the observation of some features common in fast-flux service networks. However, while we employ 9 different features, Holz et al. focus on just three features (i.e., the number of DNS “A” records, the number of DNS “NS” records, and the number of distinct autonomous systems fast-flux agents belong to), one of which (the second) does not seem to be used at all for the classification. We believe such a limited set of distinguishing features could lead to several false-positives, mostly because such features are also typical of domains that employ some DNS load-balancing techniques (e.g., such as pool.ntp.org). Our extensive evaluation has shown that FluXOR is undoubtedly robust and very efficient. The work of Rajab et al. differs from ours in term of techniques and goals. However, the point of view from which botnets are observed is similar to ours [28]. We detect and monitor fast-flux service networks by performing simple DNS and WHOIS queries. Similarly, in their work, Rajab et al. tracked botnets by infiltrating in IRC channels and by measuring the cache-hit rate of the DNS servers queried by the bots to contact their control centre.

The analysis of the network traffic generated by compromised machines transformed into bots and the traffic generated by bot “management” open several opportunities for understanding the phenomenon and for detection. Rishi, by monitoring the network traffic for unusual IRC communications like connection to uncommon servers and ports and use of suspicious nicknames, detects machines infected with bots [11]. Karasaridis et al. developed a transport and application layer traffic analyser to detect IRC based bots on wide-scale [13]. Cooke et al. studied the effectiveness of detecting botnets by directly monitoring IRC communications and other command and control activities. Unfortunately their work demonstrated that a more comprehensive approach, based on the correlation of data coming from multiple sources, is required to precisely detect botnets. BotHunter correlates alerts coming from different types of sensors to identify the communication sequences that occur during the infection process (i.e., target scanning, infection exploit, binary egg download, and outbound scanning) [12]. Dagon et al. used DNS redirection to detect machines part of specific botnets and to understand how time and geographical location affect the spread dynamics of these botnets [14]. The problem of understanding how challenging is to estimate the size of botnets were addressed by Rajab et al. [3]. A similar problem was subsequently addressed by Dagon et al. [10]. They proposed several metrics to measure the utility of botnets for various activities and
presented a taxonomy of botnets based on these metrics and on the topological structure of the networks.

Many researchers have studied botnets by studying how bots behave and how they are implemented. These bots can be analysed using dynamic, static, or a hybrid dynamic and static analysis. BotSwat characterises and detect the typical behaviours of bots using dynamic taint analysis [29]. Barford et al. statically analysed the codebase of four of the most common IRC bots to understand their propagation methods, the mechanism used for their remote control, the delivery and the obfuscation mechanisms used [30]. Other specific bots have been thoroughly analysed to understand the new techniques used and the best method to block them [31,32,7].

8 Conclusion

Botnets represent one of the major threats for the Internet community. In this paper we have presented FluXOR, the system we have developed to detect and monitor fast-flux service networks. Fast-flux service networks are used by the miscreants, controlling the biggest and most powerful botnets, to hide and to maximise the availability of the core components of their business. Fast-flux service networks offer researchers the possibility to observe a botnet from the outside, by simply observing what a victim of these botnets could observe. Through FluXOR we have demonstrated that, by tracking fast-flux service networks with very simple queries any end-user can perform, we were able to detect, in a very short period of time, more than thirty thousands compromised machines remotely controlled by miscreants and used for various on-line frauds.

Acknowledgements

We would like to thank our shepherd, John McHugh, and the anonymous reviewers for their useful comments and suggestions.

References


Traffic Aggregation for Malware Detection

Ting-Fang Yen\textsuperscript{1} and Michael K. Reiter\textsuperscript{2}

\textsuperscript{1} Carnegie Mellon University
tingfang@cmu.edu
\textsuperscript{2} University of North Carolina, Chapel Hill
reiter@cs.unc.edu

Abstract. Stealthy malware, such as botnets and spyware, are hard to detect because their activities are subtle and do not disrupt the network, in contrast to DoS attacks and aggressive worms. Stealthy malware, however, does communicate to exfiltrate data to the attacker, to receive the attacker’s commands, or to carry out those commands. Moreover, since malware rarely infiltrates only a single host in a large enterprise, these communications should emerge from multiple hosts within coarse temporal proximity to one another. In this paper, we describe a system called T\textsuperscript{AMD} (pronounced “tamed”) with which an enterprise can identify candidate groups of infected computers within its network. T\textsuperscript{AMD} accomplishes this by finding new communication “aggregates” involving multiple internal hosts, i.e., communication flows that share common characteristics. We describe characteristics for defining aggregates—including flows that communicate with the same external network, that share similar payload, and/or that involve internal hosts with similar software platforms—and justify their use in finding infected hosts. We also detail efficient algorithms employed by T\textsuperscript{AMD} for identifying such aggregates, and demonstrate a particular configuration of T\textsuperscript{AMD} that identifies new infections for multiple bot and spyware examples, within traces of traffic recorded at the edge of a university network. This is achieved even when the number of infected hosts comprise only about 0.0097\% of all internal hosts in the network.

1 Introduction

It is clearly in the interest of network administrators to detect computers within their networks that are infiltrated by spyware or bots. Such stealthy malware can exfiltrate sensitive data to adversaries, or lie in wait for commands from a bot-master to forward spam or launch denial-of-service attacks, for example. Unfortunately it is difficult to detect such malware, since by default it does little to arouse suspicion: e.g., generally its communications neither consume significant bandwidth nor involve a large number of targets. While this changes if the bots are enlisted in aggressive scanning for other vulnerable hosts or in denial-of-service attacks—in which case they can easily be detected using known techniques (e.g., \cite{38, 27})—it would be better to detect the bots prior to such a disruptive event, in the hopes of averting it. Moreover, such easily detectable behaviors are uncharacteristic of significant classes of malware, notably spyware.

We hypothesize that even stealthy, previously unseen malware is likely to exhibit communication that is detectable, if viewed in the right light. First, since emerging malware rarely infects only a single victim, we expect its characteristic communications, however subtle, to appear roughly coincidentally at multiple hosts in a large network.
Second, we expect these communications to share certain features that differentiate them from other communications typical of that network. Of course, these two observations may pertain equally well to a variety of communications that are not induced by malware, and consequently the challenge is to refine these observations so as to be useful for detecting malware in an operational system.

In this paper we describe such a system, called TĀMD, an abbreviation for “Traffic Aggregation for Malware Detection”. As its name suggests, TĀMD distills traffic aggregates from the traffic passing the edge of a network, where each aggregate is defined by certain characteristics that the traffic grouped within it shares in common. By refining these aggregates to include only traffic that shares multiple relevant characteristics, and by using past traffic as precedent to justify discarding certain aggregates as normal, TĀMD constructs a small set of new aggregates (i.e., without previous precedent) that it recommends for examination, for example, by more targeted (e.g., signature-based) intrusion detection tools. The key to maximizing the data-reducing precision of TĀMD is the characteristics on which it aggregates traffic, which include:

- **Common destinations**: TĀMD analyzes the networks with which internal hosts communicate, in order to identify aggregates of communication to busier-than-normal external destinations. Spyware reporting to the attacker’s site or bot communication to a bot-master (e.g., with IRC, HTTP, or another protocol) might thus form an aggregate under this classification.

- **Similar payload**: TĀMD identifies traffic with similar payloads or, more specifically, payloads for which a type of edit distance (string edit distance matching with moves [8]) is small. Intuitively, command-and-control traffic between a bot-master and his bots should share significant structure and hence, we expect, would have a low edit distance between them.

- **Common internal-host platforms**: TĀMD passively fingerprints platforms of internal hosts, and forms aggregates of traffic involving internal hosts that share a common platform. Traffic caused by malware infections that are platform-dependent should form an aggregate by use of this characteristic.

Alone, each of these methods of forming traffic aggregates would be far too coarse to be an effective data-reduction technique for identifying malware, as legitimate traffic can form aggregates under these characterizations, as well. In combination, however, they can be quite powerful at extracting aggregates of malware communications (and relatively few others). To demonstrate this, we detail a particular configuration of TĀMD that employs these aggregation techniques to identify internal hosts infected by malware that reports to a controller site external to the network. Indeed, botnets have been observed to switch controllers or download updates frequently, as often as every two or three days [19, 11]; each such event gives TĀMD an opportunity to identify these communications. We show that with traffic generated from real spyware and bot instances, TĀMD was able to reliably extract this traffic from all traffic passing the edge of a university network, while the number of other aggregates reported is very low.

In addition to identifying aggregates and ways of combining them to find malware-infected hosts, the contributions of TĀMD include algorithms for computing these aggregates efficiently. Our algorithms draw from diverse areas including signal processing, data mining and metric embeddings. We will detail each of these algorithms here.
2 Related Work

Botnet detection. Previous approaches to botnet detection rely on heuristics that assume certain models of botnet architecture or behavior, such as IRC-based command-and-control [27][4][26][11], the presence of scanning activities, long idle time and short response time for bots compared to humans [32], etc. Karasaridis et al. [19] proposed an approach for identifying botnet controllers by combining heuristics that assume the use of IRC communication, scanning behavior, and known models of botnet communication. BotHunter [14] models all bots as sharing common infection steps—namely target scanning, infection exploit, binary download and execution, command-and-control channel establishment, and outbound scanning—and then employs Snort with various malware extensions to raise an alarm when a sufficient subset of these are detected. Thus, malware not conforming to this profile (e.g., spyware or bots engineered differently) would seemingly go undetected by their approach. Ramachandran et al. [36] observed that botmasters lookup DNS blacklists to tell whether their bots are blacklisted. They thus monitor lookups to a DNS-based blacklist to identify bots.

We believe our approach to be fundamentally different from the above approaches in the following respect. While these approaches work from models of malware behavior (not unlike signature-based intrusion detection), our approach simply seeks to identify new aggregates of communication that are not explained by past behavior on the network being monitored. Like all anomaly-detection approaches, our challenge is to demonstrate that the number of identified anomalous aggregates is manageable, but it has the potential to identify a wider range of as-yet-unseen malware. In particular, the assumptions underlying previous systems present opportunities for attackers to evade these systems by changing the behavior of botnets, and these systems will fail to detect other types of malware (e.g., spyware) that do not meet these assumptions.

Independently of or subsequently to our work [37], other works have begun to incorporate aspects of using aggregation for detecting bots. For example, BotSniffer [15] looks for infected hosts displaying spatial-temporal similarity. It identifies hosts with similar suspicious network activities, namely scanning and sending spam emails, and who also share common communication contents, defined by the number of shared bi-grams. BotMiner [13] groups together hosts based on destination or connection statistics (i.e., the byte count, the packet count, the number of flows, etc.), and on their suspected malicious activities (i.e., scanning, spamming, downloading binaries, or sending exploits). BotMiner is more similar to TÀMD in the sense that they both identify hosts sharing multiple common characteristics, but the characteristics on which TÀMD and BotMiner cluster hosts are different. BotSniffer seeks to identify known bot activities, such as scanning or spamming, and limits its attention only to bots using IRC or HTTP to communicate with a centralized botmaster.

Various prior works on botnet detection use honeypots (e.g., [2][33]). As honeypots can only approximately mimic (at best) real user behavior, they may not attract spyware or bots that rely on human action to infect users’ machines. Our approach, in not requiring a honeypot, places no assumptions about the infection vector by which attacks occur and whether these vectors present themselves in a honeypot. In doing so, we hope to make our approach as general as possible.
Techniques. The techniques we employ for aggregation, specifically on the basis of external subnets to which communication occurs, include some drawn from the signal processing domain. While others have drawn from this domain in the detection of network traffic anomalies, our approach has different goals and hence applies these techniques differently. Coarsely speaking, past approaches extract packet header information, such as the number of bytes or packets transferred for each flow, counts of TCP flags, etc., in search of volume anomalies like denial-of-service attacks, flash crowds, or network outages [39, 3, 22]. Lakhina et al. [25] studied the structure of network flows by decomposing OD flows (flows originating and exiting from the same ingress and egress points in the network) using Principal Component Analysis (PCA). They expressed each OD flow as a linear combination of smaller “eigenflows”, which may belong to deterministic periodic trends, short-lived bursts, or noise, in the traffic. Terrell et al. [40] focused on multi-variate data analysis by grouping network traces into time-series data and selecting features of the traffic from each time bin, including the number of bytes, packets, flows, and the entropy of the packet size and port numbers. They applied Singular Value Decomposition (SVD) to the time-series data. From examining the low-order components, they were able to detect denial-of-service attacks. In general, transient and light-weight events would go unnoticed by these approaches, such as spammers that send only a few emails over the course of a few minutes [35].

Our work, on the other hand, is targeted at such lighter-weight events and so employs these techniques differently, not to mention techniques from other domains (e.g., metric embeddings, passive fingerprinting). Ramachandran et al. [34], in assuming that spammers exhibit similar email-sending behaviors across domains, constructed patterns corresponding to the amount of emails sent to each domain by known spammers. The patterns are calculated from the mean of the clusters generated through spectral clustering [6]. This is similar to our method of finding flows destined to the same external subnets; however, they do not look at other aspects of spamming besides the destination.

Another technique we employ is payload inspection, specifically to aggregate flows based on similar content. Payload inspection has been applied within methods for detecting worm outbreaks and generating signatures. Many previous approaches assume that malicious traffic is significantly more frequent or wide-spread than other traffic, and so the same content will be repeated in a large number of different packets or flows (e.g., [38, 21, 29, 18, 30]); we do not make this assumption here. Previous approaches to comparing payloads includes matching substrings [28, 18] or n-grams [42, 29, 15], hashing blocks of the payload [38, 22], or searching for the longest common substring [24]. Compared to these methods, our edit distance metric is more sensitive and accurate in cases where parts of the message are simply shifted or replaced. Goebel et al. [11] inspected packet payload to find IRC bots with formatted nicknames. They observed that often IRC bots have nicknames with common patterns, such as long random numbers or country codes. However, this approach can only detect bots for which the nickname format is known. ARAKIS from CERT Polska (http://www.arakis.pl) is an early-warning system that generates signatures for new threats. Assuming new attacks will have payloads not seen previously, they examine traffic from honeypots and darknets to cluster flows with similar content (determined by comparing Rabin hashes) not seen before, and that are performing similar activities, i.e., port scanning. A signature is
generated from the longest common substrings of the similar flows. However, ARAKIS currently only focuses on threats that propagate through port scanning.

Another tool for intrusion analysis is the commercial product StealthWatch from Lancope (http://www.lancope.com). StealthWatch monitors all traffic at the network border, checking for policy violations or signs of anomalous behavior by looking for higher-than-usual traffic volumes. Although this is similar to our approach of using past traffic as a baseline for identifying busier-than-normal external destinations, they does not refine this information using, e.g., payload or platform aggregation as we do here. Thus, it is primarily useful for detecting only large-volume anomalies like port scanning and denial-of-service attacks.

3 Defining Aggregates

Given a collection of bi-directional flow records observed at the edge of an enterprise network, our system aims to identify infected internal hosts by finding communication “aggregates”, which consist of flows that share common network characteristics. Specifically, $\text{TAMD}$ deploys three aggregation functions to identify flows with the following characteristics: those that contribute to busier-than-usual destinations, that have payloads for which a type of edit distance is small, or that involve internal hosts of a common platform.

The aggregation functions take as input collections of flow records, $\Lambda$, and output either groups (aggregates) of internal hosts that share particular properties or a value indicating the amount of similarity between the input flow record collections. We presume that each flow record $\lambda \in \Lambda$ includes the IP address of the internal host $\lambda_{\text{internal}}$ involved in the communication and the external subnet $\lambda_{\text{external}}$ with which it communicates. $\lambda$ also includes some portion of the payload $\lambda_{\text{payload}}$ of that communication, packet header fields, and the start and end time of the communication.

3.1 Destination Aggregates

Previous studies show that the destination addresses with which a group of hosts communicates exhibit stability over time, both in the amount of traffic sent and in the set-membership of the destinations $[1, 23]$. Malware activities are thus likely to exhibit communication patterns outside the norm, i.e., contacting destinations that the internal hosts would not have contacted otherwise.

The destination aggregation function $\text{ByDest}(\Lambda, \Lambda_{\text{past}})$ takes as input two sets $\Lambda, \Lambda_{\text{past}}$ of communication records. The variable $\tau$ is a parameter to the function, as described later in this section. By analyzing the external addresses with which internal hosts communicate in $\Lambda$ and $\Lambda_{\text{past}}$, the function outputs a set $\text{SuspiciousSubnets}$ of destination subnets for which there is a larger number of interactions with the internal network, using $\Lambda_{\text{past}}$ as a baseline. The function also outputs an integer $\text{numAggs}$ and a set $\text{Agg}_i$ ($1 \leq i \leq \text{numAggs}$), where $\text{Agg}_i$ are internal hosts (IP addresses) that originated traffic in $\Lambda$, and who contributed to larger-than-usual number of interactions with an external destination subnet in $\text{SuspiciousSubnets}$.
At a high level, the set SuspiciousSubnets of selected “suspicious” external destinations is determined after filtering out periodic and regular activities in the communications of the network as represented in the past traffic $\Lambda_{\text{past}}$. External destinations observed in $\Lambda$ that do not follow the norm, i.e., that according to $\Lambda_{\text{past}}$ are busier than usual or have not been contacted before, are thus output in SuspiciousSubnets.

Below we describe the three processing steps in ByDest\(\tau(\Lambda, \Lambda_{\text{past}})\): (i) Trend filtering, which selects the set of suspicious external destinations; (ii) Dimension reduction, which first characterizes each host by a vector indicating which suspicious destinations it interacted with, and then reduces the dimensionality of these vectors while preserving most of the information; and (iii) Clustering, which forms clusters of the vectors (i.e., internal hosts) by the destinations they contacted.

**Trend Filtering.** Trend filtering aims to remove regular and periodic communications from $\Lambda$, so that external destinations showing behavior outside the norm are identified. In particular, the “norm” is defined, for each external destination subnet, by the average number of internal hosts that communicate with that subnet in various periodic intervals, as recorded in $\Lambda_{\text{past}}$. For example, periodic patterns, such as Windows machines connecting to the Windows update server on a weekly basis or banking websites experiencing traffic spikes on pay day each month, can be inferred from $\Lambda_{\text{past}}$. The change in activity of a destination in $\Lambda$ can then be measured by how much more traffic it received in $\Lambda$ compared to its average values for previous time intervals in $\Lambda_{\text{past}}$. In the current implementation, a destination is selected to be in SuspiciousSubnets if no internal host has been seen to communicate with it for all previous periodic time intervals in $\Lambda_{\text{past}}$.

**Dimension Reduction.** Given SuspiciousSubnets, each internal host can be represented as a binary vector $v = (v[1], v[2], \ldots, v[k])$ for which the dimensionality $k$ is equal to the number of destinations in SuspiciousSubnets. A dimension $v[i]$ is set to 1 if the internal host communicated with destination $i$ in SuspiciousSubnets (according to $\Lambda$), and 0 otherwise. However, the dimensions may be redundant or dependent on one another; e.g., retrieving a web page can cause other web servers to be contacted. To identify such relationships between the destinations and to further dimension reduction, we apply Principal Component Analysis (PCA).

PCA [17] is a method for analyzing multivariate data. It enables data reduction by transforming the original vectors onto a new set of orthogonal axes, i.e., principal components, while preserving most of the original information. This is done by having each principal component capture as much of the variability in the data as possible.

While a vector originally has length equal to the number of suspicious destinations, the transformed vector after PCA has a dimensionality that is the number of selected principal components, with each dimension now representing a linear combination of the external destinations. The number of selected principal components depends on the amount of variance we want to capture in the data, denoted as the parameter $\tau$. The more variance to be captured, the more accurate the transformation represents the original data, but, at the same time, more principal components are needed, increasing the dimensionality.
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Clustering. PCA reduces the vector dimensionality significantly, after which hosts connecting to the same combinations of destinations can be identified efficiently through clustering. ByDest\(^\tau\)(Λ, Λ\(_{past}\)) forms clusters of the vectors (i.e., internal hosts) whose traffic is present in Λ using a K-means clustering algorithm [20], which does not require the number of clusters to be known in advance.

1. Randomly select a vector as the first cluster hub. Assign all vectors to this cluster.
2. Select the vector furthest away from its hub as a new cluster hub. Re-assign all vectors to the cluster whose hub it is closest to.
3. Repeat step 2 until no vector is further from its hub than half of the average hub-hub distance.

Cosine distance is used for comparing vector distances, i.e., CosineDist\(v_1, v_2\) = \(\cos^{-1}\left(\frac{(v_1 \cdot v_2)/(|v_1||v_2|)}\right)\), for two vectors \(v_1\) and \(v_2\), where the symbol \(\cdot\) is the dot product between the two vectors, and \(|v_1|\) is the length of vector \(v_1\). Cosine distance is essentially a normalized dot product of the vectors, where a particular dimension would contribute to the final sum if and only if both vectors have a nonzero value in that dimension. In our case, each vector represents a particular internal source host, and each dimension represents a linear combination of destination subnets. Cosine distance thus captures well the relationship between source hosts based on the common destinations they contacted.

Let numAggs denote the number of clusters from the above algorithm, and let Agg\(_i\) \((i = 1 \ldots \text{numAggs})\) denote the hosts whose vectors comprise the \(i\)-th cluster. As such, Agg\(_i\) is an aggregate of internal hosts interacting with the same busier-than-usual external subnets. Again, all of SuspiciousSubnets, numAggs and \{Agg\(_i\)\}\(_{1 \leq i \leq \text{numAggs}}\) are output from ByDest\(^\tau\)(Λ, Λ\(_{past}\)).

3.2 Payload Aggregates

Payload inspection algorithms for malware detection have previously focused on either modeling byte-frequency distributions (e.g., [38, 21, 29, 18]), which assumes that malicious traffic should exhibit an observably different byte-frequency distribution from that of normal traffic, or substring matching (e.g., [42, 28]). In contrast to these approaches, our measure of payload similarity is edit distance with substring moves, which we choose because it is capable of capturing syntactic similarities between strings, even if parts of one string are simply shifted or replaced. To our knowledge, ours is the first work that detects malicious traffic by computing (a type of) string edit distance between payloads, and that develops techniques to scale these computations to high data rate environments.

For two character strings \(s_1\) and \(s_2\), EditDist\((s_1, s_2)\) is defined as the number of character insertions, deletions, substitutions, or substring moves, required to turn \(s_1\) into \(s_2\). Given a string \(s = s[1] \cdot \cdot \cdot s[\text{len}(s)]\), a substring move with parameters \(i, j, k\), transforms \(s\) into \(s[1] \cdot \cdot \cdot s[i-1], s[j] \cdot \cdot \cdot s[k-1], s[i] \cdot \cdot \cdot s[j-1], s[k] \cdot \cdot \cdot s[\text{len}(s)]\) for some \(1 \leq i \leq j \leq k \leq \text{len}(s)\). For example, swapping labeled parameters in a parameter list would be a substring move in a command string.

The payload comparison function ByPayload\(^\delta_{\text{ed}}\)(Λ) that we introduce for use in Section 4 takes as input a set Λ of communication records, and outputs a value in the
range \([0, 1]\). It is parameterized by an edit distance threshold \(\delta_{Ed}\) that determines if communication records \(\lambda, \lambda'\) are “close enough”, i.e., if \(\text{EditDist}(\lambda, \text{payload}, \lambda', \text{payload}) \leq \delta_{Ed}\). Its output indicates from among all pairs \((\lambda, \lambda') \in A \times A\) such that \(\lambda._{\text{external}} = \lambda'._{\text{external}}\) (i.e., that involve the same external subnet) and \(\lambda._{\text{internal}} \neq \lambda'._{\text{internal}}\) (i.e., that are not from the same internal host), the (approximate, see below) fraction for which \(\text{EditDist}(\lambda, \text{payload}, \lambda', \text{payload}) \leq \delta_{Ed}\).

Since \(A\) can be large, computing \(\text{ByPayloadEd}(A)\) by computing \(\text{EditDist}(\lambda, \text{payload}, \lambda', \text{payload})\) for each relevant \((\lambda, \lambda')\) pair individually can be prohibitively expensive, i.e., requiring time proportional to \(|A| \cdot |A|\), where \(|A|\) denotes the cardinality of \(A\). A contribution of our work is an algorithm for approximating the fraction of relevant record pairs \((\lambda, \lambda')\) that satisfy \(\text{EditDist}(\lambda, \text{payload}, \lambda', \text{payload}) \leq \delta_{Ed}\) in time roughly proportional to \(|A|\) if \(\delta_{Ed}\) is small.

To perform this approximation, we first embed the \(\text{EditDist}\) metric within \(L1\) distance \(L1\text{Dist}\), where for two vectors \(v_1 = v_1[1 \ldots m], v_2 = v_2[1 \ldots m]\), \(L1\text{Dist}(v_1, v_2) = \sum_{i=1}^{m} |v_1[i] - v_2[i]|\). That is, we transform each \(\lambda, \text{payload}\) into a vector \(v_\lambda\) so that if \(\text{EditDist}(\lambda, \text{payload}, \lambda', \text{payload}) \leq \delta_{Ed}\) then \(L1\text{Dist}(v_\lambda, v_{\lambda'}) \leq \delta_{L1}\) for a known value \(\delta_{L1}\). We do so using an algorithm due to Cormode et al. \([8]\) called \textit{Edit Sensitive Parsing} (ESP). For this algorithm, the ratio of \(\delta_{L1}\) over \(\delta_{Ed}\) is bounded by \(O(\log n \log^* n)\), where \(n\) is the length of \(\lambda, \text{payload}\).\(^1\) In our evaluation in Section \(5\), \(n = 64\) and we set \(\delta_{L1} = \delta_{Ed} \cdot \log_{10} 64\).

The embedding of \(\text{EditDist}\) into \(L1\text{Dist}\) is essential to our efficiency gains, since it enables us to utilize an approximate nearest-neighbor algorithm called \textit{Locality Sensitive Hashing} (LSH) \([10]\) to find vectors (and hence payload strings) near one another in terms of \(L1\text{Dist}\) (and hence in terms of \(\text{EditDist}\)), in time roughly proportional to \(|A|\). Briefly, LSH hashes each vector using several randomly selected hash functions; each hash function maps the vector to a \textit{bucket}. LSH ensures that if \(L1\text{Dist}(v_1, v_2) \leq \delta_{L1}\), then the buckets to which \(v_1\) and \(v_2\) are hashed will overlap with high probability (and will overlap with much lower probability if not), where probabilities are taken with respect to the random selection of the hash functions. Consequently, we hash \(v_\lambda\) for each \(\lambda \in A\), and explicitly confirm that \(\text{EditDist}(\lambda, \text{payload}, \lambda', \text{payload}) \leq \delta_{Ed}\) only for pairs \((\lambda, \lambda')\) for which \(v_\lambda\) and \(v_{\lambda'}\) hash to at least one overlapping bucket.

While edit distance may not be meaningful for encrypted messages, we can generalize the payload comparison function to define encrypted payload (e.g., detected by its entropy) as “similar”. Exploring payload aggregation using other metrics is part of ongoing work; see Section \(6\).

3.3 Platform Aggregates

Forming traffic aggregates based on platform can be useful in identifying malware infections that are platform dependent. That is, suspicious traffic common to a collection of hosts becomes even more suspicious if the hosts share a common software platform.

Much host platform information can be inferred from traffic observed passively. Passive tools, unlike active fingerprinting tools like Nmap \((http://insecure.org)\),

\(^1\) \(\log^* n\) denotes the \textit{iterated logarithm} of \(n\), i.e., the number of times the logarithm must be iteratively applied before the result is less than or equal to one.
do not probe hosts, but rather listen silently. The most comprehensive passive operating system fingerprinting tool of which we are aware is p0f (http://lcamtuf.coredump.cx/p0f.shtml), which extracts various IP and TCP header fields from SYN packets and uses a rule-based comparison algorithm. However, p0f cannot be applied to traffic traces in the flow-record format available to us (see Section 5), since most individual packet information (including for SYN packets) is not retained.

At the time of this writing, TĀMD employs two heuristics for fingerprinting internal host operating systems passively. The first employs time-to-live (TTL) fields witnessed at the network border in packets from internal hosts. It is well-known that in many cases, different operating system types select different initial TTL values (e.g., see http://secfr.nerim.net/docs/fingerprint/en/ttl_default.html). With a detailed map of the internal network, the observed TTL values can be used to infer the exact initial TTL value and so narrow the possibilities for operating system the host is running. However, a detailed map is typically unnecessary, as routes in most enterprise networks are sufficiently short that witnessing TTLs of packets as they leave the network enables the initial TTL values to be inferred well enough.

The second heuristic employed in TĀMD watches for host communications characteristic of a particular operating system platform. For example, Windows machines connect to the Microsoft time server by default during system boot for time synchronization, and the FreeBSD packages FTP server is more likely to be accessed by FreeBSD machines to install software updates. Once characteristic communications for platforms are identified, TĀMD can monitor for these to learn the platform of an internal host.

There are at least three limitations of such passive fingerprinting approaches for our purposes. First, DHCP-assigned IP addresses can be assigned to hosts with different operating systems over time, leading to inconsistent indications of the host operating system associated with an IP address. This suggests that TĀMD should weigh recent indications more heavily than older (and hence potentially stale) indications. Second, a machine with a compromised kernel could, in theory, alter its behavior to masquerade as a different operating system. In the absence of a possible IP address reassignment (e.g., for address ranges not assigned via DHCP), such a shift in behavior should itself be detectable evidence that a compromise may have occurred. In general, however, this limitation is intrinsic to any fingerprinting technique, passive or active, except those based on attestations from trusted hardware (e.g., TCG’s Trusted Platform Module, https://www.trustedcomputinggroup.org/groups/tpm/). While we are unaware of malware that employs such a masquerading strategy, should platform-based aggregation for malware detection become commonplace, such systems would presumably need to migrate to attestation-based platform identification as it matures, in order to detect kernel-level compromises. User-level compromise should not affect platform-based aggregation using conventional fingerprinting techniques, however. The third limitation to forming aggregates based on platform is that it is likely for an enterprise to have the majority of its hosts running the same operating system. Thus ByPlatform would be more effective for networks with a diverse host population; for example, in a university setting.

Presently TĀMD uses the aforementioned heuristics based on TTL values and communication with characteristic sites to identify platforms. For use in Section 4 we
embody this in a function \( \text{ByPlatform}(\Lambda) \) that returns the largest fraction of internal hosts in \( \Lambda \) (i.e., among the hosts \( \{ \lambda.\text{internal} : \lambda \in \Lambda \} \)) that can be identified as having the same operating system, based on these heuristics applied to the traffic records \( \Lambda \).

### 4 Example Configuration

In this section, we detail a configuration of TÂMD that identifies internal hosts infected by malware by employing the functions described in Section 3. This configuration identifies platform-dependent malware infections that report to common sites, e.g., IRC channels for receiving commands, public servers for downloading binaries, denial-of-service victims to attack, or database servers for uploading stolen information. This configuration is based on several observations about such malware:

O1. For even moderately aggressive malware, it is rarely the case that only a single victim exists in a large enterprise network, and so we hypothesize that stealthy malware is likely to generate traffic that appears within the same, coarse window of time (e.g., within the same hour) from multiple infected hosts. Moreover, we would expect that the controller site is located in a subnet that would not be a common one with which benign hosts interact, as major services with substantial client populations are typically better managed. As such, malware interacting with the controller site should generate a noticeable increase in the number of interactions with the controller’s subnet in that window of time.

O2. We expect that the multiple instances of the malware communication to the controller site would be syntactically similar to each other, since the malware instances are communicating using the same protocol, and likely to be receiving or responding to similar commands.

O3. In the case of platform-dependent malware, the malware communications to the controller site will involve internal hosts all having the same host platform.

Using these observations, we have assembled the aggregation functions described in Section 3 into an algorithm \( \text{FindSuspiciousAggregates} \) to identify such malware infections, shown in Figure 1. The input to this function is a set \( \Lambda \) of traffic records observed in a fixed time interval (e.g., one hour) at the border of the network, and a set \( \Lambda_{\text{past}} \) of records previously observed at the border of the network. \( \text{FindSuspiciousAggregates} \) assembles and returns (in line 108) a set \( \text{SuspiciousAggregates} \) comprised of suspicious aggregates, where each aggregate is a set of internal hosts (IP addresses) that is suspected of being infected by malware.

\( \text{FindSuspiciousAggregates} \) first exploits observation O1 using \( \text{ByDest}^\tau \) from Section 3.1 to find suspicious external subnets \( \text{SuspiciousSubnets} \) responsible for noticeably greater communication with the monitored network than in the past, and to find aggregates \( \{ \text{Agg}_i \}_{1 \leq i \leq \text{numAggs}} \), each of which includes internal hosts that interacted with one or more of these subnets. In line with observation O2 each aggregate is tested in line 105 to determine if distinct hosts in the aggregate communicate with suspicious subnets using similar payload. Finally, as motivated by observation O3 for each aggregate that has survived these tests, the platforms of the hosts in the aggregate are
FindSuspiciousAggregates(Λ, Λpast)
100: SuspiciousAggregates ← ∅
101: (SuspiciousSubnets, numAggs, {Agg_i}1≤i≤numAggs) ← ByDestτ(Λ, Λpast)
   /* Form aggregates by external subnet */
102: for i = 1 . . . numAggs do
103:   Λ_i ← {λ ∈ Λ : λ.internal ∈ Agg_i} /* Traffic from hosts in Agg_i */
104:   Λi_susp ← {λ ∈ Λ_i : λ.external ∈ SuspiciousSubnets} /* Traffic from hosts in Agg_i to suspicious subnets */
105:   if ByPayloadEd(Λi_susp) > 0.3 then /* Keep if traffic to same external subnet is self-similar */
106:      if ByPlatform(Λi_susp) > 0.9 then /* Keep if most of aggregate consists of one platform */
107:         SuspiciousAggregates ← SuspiciousAggregates ∪ {Agg_i}
108: return SuspiciousAggregates

Fig. 1. The function used to find suspicious aggregates in the example construction given in Section 4. ByDestτ (line 101), ByPayloadEd (line 105), and ByPlatform (line 106) are defined in Sections 3.1, 3.2 and 3.3, respectively.

inferred using ByPlatform and, if the aggregate is adequately homogenous (line 106), then it is added to SuspiciousAggregates (line 107).

There are numerous constants in Figure 1 that we have chosen on the basis of our evaluation that we will present in Section 5. These constants include τ = 90% or 95% for ByDestτ, 0.3 in line 105 and 0.9 in line 106. In addition, as we will describe in Section 5, the data on which we perform our evaluation includes 64 bytes of payload per record λ, for which we found δEd = 15 to be an effective value. However, we emphasize that all of these constants can be adjusted in order to make this configuration of TAMD more conservative or liberal in its selection of suspicious aggregates, and we plan to continue evaluation of the alternatives in ongoing work. That said, in Section 5 we show that with traffic generated from real spyware and bot instances, and traces from real bots captured in a honeynet, this configuration of TAMD was able to reliably extract malware traffic from all traffic passing the edge of a university network, while the number of other aggregates reported is very low. This reliability is achieved even in tests where the number of simulated infected hosts comprise only about 0.0097% of the total number of internal hosts in the network, calculated as the maximum number of internal IP addresses observed communicating in any one hour period during our data collection (see Section 5), which was over 33,000.

5 Evaluation

We present an evaluation of the particular configuration of TAMD described in Section 4 using traffic from real spyware and bot instances, which are overlaid onto flow records recorded at the edge of a campus network. The performance of TAMD as observed in this evaluation is described in Appendix C.
5.1 Data Collection

Our network traffic traces were obtained from the edge routers on the Carnegie Mellon University campus network, which consists of two /16 subnets. The packets are organized into bi-directional flow records by Argus (Audit Record Generation and Utilization System, [http://www.qosient.com/argus](http://www.qosient.com/argus)), which is a real time flow monitor based on the RTFM flow model [5][16]. Argus inspects each packet and groups together those with the same attribute values into one bi-directional record. In particular, TCP and UDP flows are identified by the 5-tuple (source IP address, destination IP address, source port, destination port, protocol), and packets in both directions are recorded as a summary of the communication, namely, an Argus flow record.

The fields extracted from Argus records are listed in Table 1. The rate of the traffic from the edge of our campus network is about 5000 flow records per second. The traces were collected for three weeks in November and December 2007. In our evaluation, we focused on TCP and UDP traffic.

We also obtained network traffic traces for several malware. The malware traces used for testing are grouped into two sets, Class-I and Class-II, as described below.

**Class-I Traces.** We obtained four instances of malware from the internet: Bagle, IRCbot, Mybot and SDbot, and collected their traffic by infecting virtual machines hosts with each malware. The virtual hosts were all running the Windows XP Professional operating system with the same VMWare image file. Each run of traffic collection is one hour long, and includes the communications from eight instances of Bagle, three instances of IRCbot, five instances of Mybot, or five instances of SDbot. These numbers of instances were chosen to represent a very small fraction of the total campus hosts, specifically at most 0.0097% based upon the number of campus hosts observed sending traffic in the busiest hour, which has over 33,000 distinct IP addresses. The characteristics of these malware are described in Appendix A.

For testing, we overlaid flows from these malware instances onto one hour of our recorded campus network traffic, and assigned the malware traffic to originate from randomly selected internal hosts observed to be active during that hour. This makes our testing scenario much more realistic, since the internal hosts to be identified still exhibit their normal connection patterns, in addition to subtle malware activities.

**Class-II Traces.** We also obtained network traces of botnets gathered from honeynets, including an IRC-based Spybot, a HTTP-based botnet (similar to the Bobax worm[3]),

2 Since Argus records are bi-directional, the source and destination IP addresses are swappable in the logic that matches packets to flows. However, the source IP address in the record is set to the IP address of the host that initiated the connection.

and a large IRC botnet captured in the wild. The Spybot trace contains communications from four bots for the duration of 32 minutes; the HTTP-bot trace contains communications from four bots over the course of three hours; and the large botnet trace contains traffic from more than three hundred bots over seven minutes.

These botnet traces were then overlaid onto each hour of our recorded campus traffic, in the same way as the Class-I traces. For the trace that spans multiple contiguous hours, i.e., the HTTP botnet trace, we overlaid it onto the same number of contiguous hours in the campus network traffic, performed analysis on each of the hours “covered” by the malware trace, and reported the hour that TÂMD detected the malware aggregate. This time window was then shifted by one hour, and the experiment repeated until we reached the end date of our campus traffic collection.

In our initial tests, we found that these malware-infected hosts were obscured by certain unknown hosts with highly unusual behavior, which turned out to be PlanetLab (http://www.planet-lab.org) and Tor (http://tor.eff.org) nodes. The experience of identifying these hosts and their exclusion from our dataset for the experiments reported in Section 5.2 is described in Appendix B. In practice, a system administrator can remove such hosts known for unusual behavior prior to performing analysis using TÂMD.

5.2 Detecting Malware

As described in Section 5.1, TÂMD was given all TCP and UDP traffic collected at the edge of our university network in hourly batches, overlaid with malware traffic assigned to randomly selected internal hosts. The same analysis steps were repeated for each hour over three weeks in November and December 2007.

The granularity of external destinations was set to be /24 subnets. While the communication records from the current hour were given to FindSuspiciousAggregates as \( \Lambda \), the set \( \Lambda_{\text{past}} \) was selected from communication records in the past (specifically, from the beginning of our traffic collection dating to the first week of September 2007) that represented the general trend and the periodicity in the traffic. Specifically, \( \Lambda_{\text{past}} \) consisted of traffic from, in reference to the time frame for \( \Lambda \), (i) the same hour from the same days of the week, (ii) the same hour from the same days of the month, (iii) the same hour from the previous two days, and (iv) the previous two hours. For example, if \( \Lambda \) consists of traffic from 2 to 3 PM on Wednesday, November 28th, then \( \Lambda_{\text{past}} \) will include traffic from 2 to 3 PM every Wednesday before that, from 2 to 3 PM in the previous two days (November 27th and 26th), and from 12 to 2 PM on November 28th.

In all experiments, TÂMD was able to identify all the infected hosts (with the exception of the Class-II large IRC trace, as described later) while the number of additional aggregates reported was only about 1.23 per hour on average. For the Class-II HTTP-botnet trace that spans multiple hours, TÂMD always detected the infected hosts in the very first hour. For the case of the Class-II large IRC botnet trace, which contains 340 infected bots, TÂMD was able to identify 87.5% of the bots on average, and these bots were all grouped in a single aggregate. We suspect that the reason not every bot in the botnet was detected is due to the randomness in our choice of selected internal hosts to which the malware traffic was assigned, such that a selected internal host that was
also contacting other suspicious subnets (not relevant to the botnet) is likely to bias the dimension reduction and clustering algorithms.

Figure 2 shows for each malware experiment (the rows), the number of aggregates remaining after applying each aggregation function (the columns), averaged over all test hours. The number of aggregates is reduced after each aggregation function, as they become more refined to satisfy multiple characteristics. The single aggregate consisting solely of infected hosts was always identified, in every malware experiment. As shown in the figure, even for homogeneous networks where the majority of internal hosts are of the same platform, applying $\text{ByDest}^\tau$ and $\text{ByPayload}^{\text{Ed}}$ would still yield good results.

### 5.3 Unknown Aggregates

As indicated in Figure 2, our methodology detected a small number of unknown aggregates (about 1.23 per hour, on average) in addition to the one aggregate of infected hosts that we overlaid on the trace. We found that some of these same unknown aggregates regularly appeared for that hour of input data, across different malware experiments. Further investigation based on the 64 bytes of flow payload available to us, port numbers, and protocol field (for privacy reasons, the IP addresses were anonymized), showed that these aggregates included NetBIOS messages on port 137, DNS name server queries, SMTP connection timeout messages, and advertising-related HTTP requests; several of these suggest that additional investigation may be warranted. Others included connections to online game servers and large flows over high-order ports, which we suspect to be peer-to-peer (P2P) transfers. All of these aggregates consisted of internal hosts contacting rare sites, and often consisted of less than five hosts sharing one or two common destination subnets.

In theory, a group of internal hosts visiting a new popular website (i.e., the “slashdot” effect) could also form an aggregate. However, it is unlikely that all of the hosts would come from the same platform, and in our experiments, we believe we saw very few such aggregates. We thus believe that $\text{TAMD}$ is a useful data reduction tool for malware identification.
6 Discussion and Ongoing Work

Approaches by which malware writers might attempt to avoid detection by our techniques include encrypting their malware traffic, so that our payload comparisons will be ineffective. To accommodate encryption, our techniques can be generalized to define encrypted content (which itself is generally easy to detect) as “similar”; we are exploring the impact of this adaptation in ongoing work. Malware writers could go further and have their malware communicate steganographically, though at the cost of greater sophistication and lower bandwidth. Detecting steganographic communication is itself an active area of research (e.g., [31]) from which TAMD could benefit.

A second way that malware writers could try to avoid detection by TAMD is with alternative botnet architectures. Although the vast majority of spyware and botnets found today use a centralized IRC command-and-control server, other botnet architectures have been reported, such as P2P botnets (Phatbot\(^4\), Trojan.Peacomm bot\(^5\), Sinit P2P trojan\(^5\), or HTTP-based botnets (Clickbot.A\(^9\)). Still others have been proposed, such as hybrid P2P and centralized botnets\(^{41,43}\).

Even among these alternative architectures, a large number exhibit characteristics that we believe should be detectable via FindSuspiciousAggregates in Section 4. For example, Trojan.Peacomm bots, while using a P2P network to transfer addresses of compromised web servers among them, still connect to these web servers to download malicious executables for sending spam or performing DoS attacks. This activity of collectively contacting web servers matches the behavior that our techniques successfully detected in our evaluations. The same detection method can also be applied to HTTP-based bots, such as Clickbot.A\(^9\), which commit click frauds by having bots connect to a compromised web server for a list of websites and search keywords, or for a URL to download updated bot versions. Vogt et al.\(^{41}\) suggested a “super-botnet”, where the botnet is composed of individual smaller centralized botnets, and the controllers from each smaller botnet peer together in a P2P network. Since the individual smaller botnets still use a centralized architecture, this should be still be detectable via our techniques. Wang et al.\(^{43}\) proposed a hybrid P2P botnet where each bot maintains its own peer list and polls other bots periodically for new commands. However, in order to monitor the IP address and resources of each individual bot, the botnet supports a command by which the botmaster can solicit all bots to report to a specific compromised server. Again, this behavior should be detectable by FindSuspiciousAggregates.

That said, some P2P bots avoid contacting a common server for the transfer of executables or other tasks, such as Phatbot and the Sinit trojan. While Phatbots find peers by registering themselves as Gnutella clients, the Sinit trojan sends out random probes for peer discovery. In both cases, forming aggregates based on payload similarity should remain effective, provided that similarity is generalized as described above to accommodate encrypted traffic (which Phatbot utilizes). Similarly, platform-based aggregation should also be effective, as both are platform-dependent. We are evaluating these directions in ongoing work, as well as alternative aggregation methods to help identify these types of malware.

---

\(^4\) See [http://www.secureworks.com/research/threats/phatbot](http://www.secureworks.com/research/threats/phatbot)

\(^5\) See [http://www.secureworks.com/research/threats/sinit](http://www.secureworks.com/research/threats/sinit)
7 Conclusion

In this paper, we presented TÅMD, a system that identifies hosts within a network that are possibly infected by stealthy malware by finding those that share common and unusual network communications. TÅMD employs three aggregation functions to group hosts based on the following characteristics. First, the destination aggregation function, ByDest\(^T\), forms aggregates of internal hosts that contact the same combination of busier-than-usual external destinations. A binary vector is formed for each internal host, with each dimension representing one of the selected external destinations. The vectors are processed by PCA for dimension reduction, and clustered by K-means clustering. New clusters are selected as those that do not conform to preceding communication patterns. Second, the payload aggregation function, ByPayload\(^{Ed}\), identifies communications with similar payloads in terms of a type of edit distance. This is done by first embedding the payload strings into vectors in L1 space, and then finding close vectors by an approximate nearest-neighbor algorithm. Third, the platform aggregation function, ByPlatform, forms aggregates that involve hosts running on common platforms, as inferred using TTL values or platform-specific sites to which they connect.

We detailed a configuration of TÅMD that employs these functions in combination to identify platform-dependent malware infections that report to common sites. A common site might be an IRC channel for receiving commands, a public webserver for downloading binaries, a denial-of-service victim they are instructed to attack, or a database server for uploading stolen information, as is typical of most bots and spyware. Our experiments showed that, with traffic generated from real spyware and bot instances, this configuration of TÅMD reliably extracted malware traffic from all traffic passing the edge of a university network, while the number of other aggregates reported is very low. This is achieved even in tests where the number of simulated infected hosts comprised only about 0.0097% of over 33,000 internal hosts in the network.
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A Class-I Malware Instances

For our testing described in Section 5, traffic from four malware instances was collected using virtual machine hosts infected with each malware. The virtual hosts were all running the Windows XP Professional operating system with the same VMWare image file. Each run of traffic collection is one hour long.

Bagle\textsuperscript{6} is spyware that, on execution, runs as a background process and attempts to download other malicious executables from various sites, while generating pop-up windows and hijacking the web browser to advertising websites. As with other types of spyware and adware, Bagle initiates connections to numerous destinations that are set up to exclusively host advertisements or other malicious content. We collected Bagle traffic by simultaneously running eight instances of Windows XP virtual machine hosts infected with Bagle.

IRCbot\textsuperscript{7} is a backdoor trojan that connects to an IRC server and waits for commands from the attacker. In addition, after successfully connecting to the command-and-control center, the bot downloads an update executable from a designated webserver, and goes on to scan the local /16 subnet attacking other machines with the LSASS vulnerability on port 445\textsuperscript{8} and the NetBIOS vulnerability on port 139\textsuperscript{9}. We collected traffic from two instances of IRCbot running on two Windows XP virtual machine hosts.

Mybot\textsuperscript{10} is spyware, a worm, and a bot that connects to an IRC server to wait for commands, and also records keystrokes and steals other personal information on the victim host. This malware is especially subtle in its communications. When it is only waiting for commands on the IRC server, the bot initiates one connection every 90 seconds, in the form of IRC PING/PONG messages. In the hour of our traffic collection, Mybot simply waited for commands on the IRC channel, and its only outbound connections were these PING/PONG messages. We collected traffic for five Mybot instances.

SDbot\textsuperscript{11} is a trojan and a bot that opens a back door to connect to an IRC server. Similar to Mybot, when it is waiting for commands from the attacker, SDbot only makes outbound connections once every 90 seconds, in the form of IRC PING/PONG messages. We collected SDbot traffic from simultaneously running five instances of Windows XP virtual machine hosts infected with this malware.

B Outlier Hosts

In the early stages of our analysis described in Section 5, we found that often T\textsuperscript{AM}D failed to detect the malware-laden hosts, but rather identified other internal hosts as

\textsuperscript{6}http://www.trendmicro.com/vinfo/virusencyclo
\textsuperscript{7}http://www.symantec.com/enterprise/security_response/threatexplorer/threats.jsp
\textsuperscript{8}http://www.microsoft.com/technet/security/Bulletin/MS04-044.mspx
\textsuperscript{9}http://msdn2.microsoft.com/en-us/library/ms913275.aspx
\textsuperscript{10}http://www.sophos.com/security/analyses/w32rbotxf.html
\textsuperscript{11}http://www.symantec.com/enterprise/security_response/threatexplorer/threats.jsp
more symptomatic of malware. Upon further inspection, we identified the internal hosts that resulted in these false alarms: PlanetLab nodes (http://www.planet-lab.org) and a Tor node (http://tor.eff.org).

In the case of PlanetLab nodes, we noticed that during the destination aggregation function, the vectors after PCA analysis often had very low dimensionality, e.g., two, where two principal components were able to cover over 90% of the data variance. Clustering these vectors resulted in a few outliers forming their own individual clusters, unlike any of the other vectors in \( \Lambda \) (i.e., the “new vectors”), or even those from \( \Lambda_{\text{past}} \) (the “old vectors”). This is shown in Figure 3. The two axes correspond to the top two principal components on which the original data is projected. The outliers were found to be PlanetLab nodes, which, being a development and testing platform, exhibit behavior deviating from other hosts. Their existence was also the reason why PCA analysis was able to reduce the vector dimensionality down to only two, since PlanetLab nodes’ behavior is so different from other hosts that only two principal components were needed to capture most of the data variance.

In another example from experiments involving the Bagle trojan spyware, we noticed that even though TÄMD was able to form a final aggregate containing all spyware traffic and spyware traffic only, at times it also combined another unknown host into the spyware-hosts aggregate, both in the ByDest and the ByPayload functions. Similar investigations revealed that this additional node is a Tor router inside the campus network. Tor offers online anonymity by routing packets over random routes between Tor servers so that the source and destination of the packet is obfuscated. Because the traffic comes from different anonymous hosts, it is possible that, even though the Tor router itself is not infected, another host routing traffic through the Tor node may be a spyware victim.

For this work, we removed PlanetLab and Tor nodes from our analysis.

C Performance

The top half of Table 2 shows the run times in seconds for each aggregation function and for each malware instance, averaged over the week’s worth of traffic (in one-hour intervals) we used to performed our experiments. In our present implementation of TÄMD, ByDest\( ^7 \) is implemented in Matlab, and ByPayload\( ^{PEd} \) and ByPlatform are
Table 2. Mean run times of each phase in seconds of algorithm in Figure 1 and means of measures impacting performance (± std. dev.)

<table>
<thead>
<tr>
<th>Malware traces</th>
<th>ByDest(^T) (lines 101)</th>
<th>ByPayload(^{EEd}) and ByPlatform (lines 105, 106)</th>
<th>Total time</th>
<th>Size of SuspiciousSubnets</th>
<th>Internal hosts contacting SuspiciousSubnets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class-I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bagle</td>
<td>79.48 (± 264.54)</td>
<td>14.08 (± 18.07)</td>
<td>93.48 (± 271.51)</td>
<td>701.87 (± 596.78)</td>
<td>754.73 (± 812.75)</td>
</tr>
<tr>
<td>IRCBot</td>
<td>94.67 (± 350.13)</td>
<td>20.19 (± 16.78)</td>
<td>114.86 (± 356.72)</td>
<td>927.23 (± 561.33)</td>
<td>742.13 (± 836.55)</td>
</tr>
<tr>
<td>Mybot</td>
<td>63.82 (± 177.34)</td>
<td>10.96 (± 15.28)</td>
<td>70.93 (± 183.43)</td>
<td>686.03 (± 565.11)</td>
<td>728.45 (± 708.65)</td>
</tr>
<tr>
<td>SDbot</td>
<td>102.34 (± 355.25)</td>
<td>10.21 (± 19.51)</td>
<td>112.55 (± 359.23)</td>
<td>749.01 (± 577.49)</td>
<td>952.96 (± 1191.66)</td>
</tr>
<tr>
<td>Class-II</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spybot</td>
<td>86.30 (± 276.81)</td>
<td>63.42 (± 38.56)</td>
<td>151.15 (± 286.99)</td>
<td>850.14 (± 609.19)</td>
<td>777.71 (± 848.43)</td>
</tr>
<tr>
<td>HTTP bot</td>
<td>83.12 (± 278.76)</td>
<td>15.75 (± 20.62)</td>
<td>99.31 (± 287.11)</td>
<td>697.36 (± 609.15)</td>
<td>776.76 (± 848.43)</td>
</tr>
<tr>
<td>Large IRC Bot</td>
<td>110.64 (± 253.78)</td>
<td>46.00 (± 34.78)</td>
<td>156.64 (± 260.42)</td>
<td>760.83 (± 548.48)</td>
<td>1104.42 (± 799.58)</td>
</tr>
</tbody>
</table>

implemented in C. For the numbers reported in Table 2, ByDest\(^T\) was run on a PC with a Pentium IV 3.2 GHz processor and 3 GB of RAM, and ByPayload\(^{EEd}\) and ByPlatform were run on a Dell PowerEdge server with dual core 3 GHz processors and 4 GB of RAM.

The running times of the aggregation functions depend on several factors, including the number of external destinations identified as suspicious (i.e., SuspiciousSubnets as computed by ByDest\(^T\)) and the number of flows to those suspicious destinations; averages for these numbers are also listed in Table 2. The amount of traffic in \(\Lambda_{\text{past}}\) is especially critical to the performance of ByDest\(^T\) (\(\Lambda, \Lambda_{\text{past}}\)), since it accesses significant amounts of historical data (i.e., \(\Lambda_{\text{past}}\)) to define the “normal” behavior for this network. While the implementation of TAMD is not yet optimized, retrieving historical data from the database contributed to the majority of the slowdown. This problem can be alleviated in the future by performing these calculations in advance and storing them statically, only updating incrementally as more data is collected.
Abstract. Large scale internet data analysis often concentrates on statistical measures for volume properties or is focused on the epidemiology of specific malcodes. We have developed a high level abstraction that we call the contact surface that allows us to visualize internet scale connection behaviours across the border of a monitored network. The contact surface is a time series of contact lines, each line plotting the number of outside sources that contact a specific number of inside hosts in a given time interval (typically an hour). In general, the lines follow a power law in the mid range with distinct outliers at the one destination per source and the hundreds to thousands of destinations per source ends. During some periods, however, the lines are perturbed with what appears to be a persistent bump or waterfall. We have studied two such episodes, one that persisted from at least January 2003 until August 2003 and another that appeared on February 11, 2004 and lasted until May 31, 2004. The exact cause of the former is unknown, however the later appears to have been caused by the Welchia.B worm. Similar activities are currently being reported by other observers. We hypothesize that the cause of the perturbation is low frequency periodic scanning by a small population of hosts scanning at the same rate. We have created simulations to explore the range of activities that might be observable and find reasonable agreement with the observed phenomena.

1 Introduction

In 2003 and 2004, we had access to NetFlow data from the border of a composite network (multiple, disjoint network blocks) that covered address space that was equivalent to multiple /8s in aggregate. The network is sparsely populated but contains several million active hosts. As part of the preliminary efforts to investigate schemes for detecting coordinated distributed scans, we became interested in “typical” host to host connection behavior. Many of the papers that examine the characteristics of network traffic focus on packet properties such
as counts of hosts, protocols, port usage, payload size and characterization, etc. Other papers, inspired by work in social networks attempt to map communications patterns on the physical structure of the internet, overlooking the fact that from the standpoint of an IP layer user, the internet is flat and fully connected.

Our fundamental question was essentially “Is there any regularity in cross border connection behaviour?” We were interested in determining how many of the outside hosts generating traffic into the network connect to (or attempt connections to) one service, two services, three services, etc. In the beginning, we were concerned only with the quantitative nature of the connecting populations and not with the identity of the participants. In this case, the initial investigation was restricted to TCP and a service was defined as the combination of a host IP address and a service port.

One of the tools that we used for studying this traffic was a visual representation that we call a contact surface. This is a three dimensional time series of lines in which each line shows the number of outside sources, \( Y \) vertical, that contact a specific number of internal addresses (or address-service combination) on the inside of the network, \( X \) horizontal. Time is into the page, \( Z \). Because of the large dynamic range of values represented, we present the contact surface as a log-log plot. The lines represent hourly flows and the shading separates days of the week.

The first period for which we developed a contact surface was a week of data from January, 2003. This data manifested a “bump” or standing wave (perturbation) in the surface as seen in Figure 1. This phenomenon was observed from January 2003, the earliest data available to us, until mid August 2003 when it abruptly disappeared. A similar phenomena appeared in mid February 2004 and persisted through the end of May, 2004. We have been told that similar phenomena are present in recent data, but we lack current access to the data source.

To a first approximation in the absence of a disturbance, the data for each hour can be represented as a straight line of the form \( \log(y) = A + B \log(x) \) and we plot the \( x \) and \( y \) values on logarithmic scales. Figure 2a shows an example of the undisturbed contact surface while Figure 2b shows the regression line superimposed on several aggregated lines. These are discussed in more detail in Section 2.

This paper discusses our present views of this phenomenon. Section 2 discusses the initial observations and analysis with separate discussions of the 2003 and 2004 perturbations. We hypothesize that this phenomenon was related to the appearance of scanning worms that exhibited particular timing characteristics and consider the minimum amount of address space that must be monitored in order to observe this phenomenon in Section 3. Recent observations of similar perturbations resurrected our interest in the wave feature and in the visualizations.

---

1 An address-service combination is a unique combination of an IP address and a service. For TCP and UDP a service is the combination of the protocol and the destination port. For other protocols, the notion may vary with the protocol, but these are sufficiently rare so we can assume a single service per protocol.
Although we do not have access currently to either the historical or current data from this source, we have developed a simulation that provides a plausible explanation for the observed phenomena. Described in Section 4, this allows us to vary the background and perturbing parameters to examine the effects of altering the perturbing population, its probe rate, the size of the monitored network and the percentage of the probes that are observed. Related work is presented in Section 5 and our conclusions and future plans in Section 6.

2 Observed Phenomenon

NetFlow traffic from the border routers of a large ISP was collected using the SiLK collection system. The network was heterogeneous and globally distributed, with routers at multiple locations within the United States and in several other countries. The majority of traffic is generated within the United States. The network consists of a number of discontinuous address blocks assigned to subcomponents of the ISP. Asymmetric routing policies were commonly used, so that traffic from host A to host B does not cross the border via the same router used for traffic from host B to host A. In any event, NetFlow is unidirectional and the two sides of a bidirectional connection are collected and stored separately. Both incoming and outgoing flow traffic was collected, but matching of forward and reverse flows is not usually done. Traffic that was sent to the null interface on the router as specified by an access control list (ACL) was also collected,
however it was not analyzed for this paper. Null routed traffic consists primarily of traffic destined for TCP or UDP ports known to contain vulnerabilities.

The SiLK tools\textsuperscript{2} were used for the collection system. SiLK stores a subset of the information contained in the NetFlow records: source IP address, destination IP address, source port, destination port, protocol, number of packets, number of bytes, start time and duration of each flow. The records are compacted to use the minimum number of bits necessary to represent the recorded information and are organized into hourly files with each hour being partitioned in ways that make many searches more efficient. The archive data is unsorted and serial search is required to extract all records matching a given search criteria within a given hour.

Network traffic from January 2003 through early June 2004 was analyzed. We developed a variety of visualizations to help us understand this data. One of these is the contact line, which shows the number of external hosts that contacted a specific number of internal hosts during a specified time interval. Figure 1 demonstrates the contact surface that was generated by processing only incoming, routed TCP flows over one week in September 2003. Each hour of the data results in an hourly contact line and the 168 hourly lines are plotted as a surface. The X and Y axes are plotted on log scales, while the Z axis, time, is linear.

The initial analysis was computationally intensive, involving creating a text file for each hour that contains only the source and destination IP addresses for the incoming routed TCP data collected at the border router (so that source IP addresses are always external to the monitored network while destination IP addresses are always internal to the monitored network, regardless of who initiated the session). The result was sorted by source IP and then destination IP, passing the sorted data through uniq to remove duplicates, using cut to remove the destination IPs leaving only the source, and using uniq -c to count the number of destinations associated with each source. Using cut again to remove the sources, sorting the counts and, again, using uniq -c, counting the number of occurrences of each value. Applied to data from one hour, this gives a single line, which we call a contact line. Plotting a time series of contact lines as a pseudo three dimensional plot gives a contact surface. These lines and surfaces form the underlying basis for our analyses.

This contact surface (see Figure 2a) has several interesting properties. The first is a persistent linear relationship between the \( \log(x) \) and \( \log(y) \) values. This is examined in more depth later. The second is a distinct diurnal pattern, particularly observable at \( x = 2 \). This demonstrates that traffic fluctuates in a predictable pattern with the time of day. (We note that this pattern is much more distinctive for \( x = 2 \) than for \( x = 1 \) because the graph was plotted on a log
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\textsuperscript{2} SiLK stands for System for Internet Level Knowledge, and is named in honour of its creator, the late Suresh L. Konda.

\textsuperscript{3} Our data was divided into two partitions: packets that were routed and packets that were dropped due to access control restrictions (e.g., packets destined for particular ports were dropped).
Fig. 2. The contact surface for a week in September of 2003 and its regression line. The y-axis is the number of outside hosts that contacted x inside hosts. The z-axis is time.

scale and so the fluctuations at x = 1 were not great enough to be observable at that resolution.) The third is a substantial jump in the number of external hosts that contact only one host per hour when compared to the numbers that contact two or more hosts per hour. While the number of hosts making 2 contacts per hour is about twice the number making 3 contacts per hour, the number making 1 contact per hour is ten times the number making 2 contacts per hour. The large amount of singleton traffic is also seen in traffic from other sources (e.g. Figure 11). The nature and sources of this traffic are the subject of a current investigation. The fourth is the spreading or flat area that occurs for a small number of sources that contact hundreds to hundreds of thousands of destinations per hour. Sources for this area are mostly high volume scanners.

The straight line in the log/log scale exhibits a power-law relationship. We fit a regression line to the week’s data shown in Figure 2a. The line has the form \( y = e^{11.763367 \times x^{-1.957496}} \) in the x, y reference framework or approximately \( \log(y) = 5.11 - 1.96 \log(x) \) in the log/log framework. Figure 2b shows the regression line superimposed on the aggregated contact lines from the five weekdays from Figure 2a. The outliers at count 1 and the spreading at high counts are easily seen. We were somewhat surprised to find a power law relationship here, but note that they describe many other internet traffic characteristics.\(^4\) Faloutsos et al. [2] have observed this relationship with regards to out-degree and hop-count.

2.1 The 2003 Disturbance

Our first experience with this traffic was from an earlier time period, the week of January 12 – 18, 2003. The contact surface for this week is shown in Figure 1. This traffic exhibits all of the general characteristics discussed above, except that the one contact outlier is less extreme. In addition, it has an additional property, a perturbation that appears as a “bump” or “waterfall.” This perturbation was present across the entire week of data. We examined additional data to determine

\(^4\) It has been observed that everything follows a power law if you graph it with a fat enough marker.
the duration of the perturbation. It was present in the earliest data we had for January 2003. The perturbation was continuously present in all the samples that we examined through early August 2003, however the shape of the wave changed slightly and the 1 contact outlier grew to upwards of a million hosts per hour in July. The perturbation disappeared on August 11, 2003. This is shown in Figure 3a, where one week of data is provided, providing context surrounding August 11.

Figure 3b focuses on the area of the perturbation, with only the Y axis shown on a log scale. The graph shows that the perturbation (two different bumps) is present for the four days previous to August 11, and that it has disappeared for the four days subsequent to August 11, 2003. The largest deviation (or bump) is the second one, which occurs at roughly 20 to 35 external source IP addresses each contacting approximately 150 to 350 internal destination IP addresses per hour.

This traffic was examined further by extracting the source IP addresses that contacted between 150 and 350 destination IP addresses per hour. We discovered that the bulk of the traffic in this region came from three /8 networks, two in the Asian registry, one in the Latin American registry. This distribution was present in each of the weekly samples that we analyzed with roughly constant proportions. The traffic was largely untargeted TCP SYN packets (SYN packets directed at hosts or services that did not exist) destined for port 80. We examined the target distribution for a week in July and found that the targets were not randomly distributed throughout the monitored network. 49% of the flows for this week went to one of the 60 /16s that were being monitored within a single /8 (the remaining 196 /16s are not part of the monitored network), with 14% going to a single /16.

Fig. 3. Wave disappearance details, contact surface and selected lines The y-axis is the number of outside hosts that contacted x internal hosts. The z-axis represents August 9–14.

Given the consistency of this behavior over time, we speculated that the hump was caused by coordinated activity that would exhibit regular temporal behaviour. We attempted to analyze the distribution of the interarrival times for the flows, expecting to see a clustering around the interval (24 seconds for 150
hosts) that would account for the observations if only the monitored network was being targeted.

Our analysis did not support our original hypothesis. The largest cluster (with approximately 5,000,000 observations) shows less than 1 second between successive flows. The detailed analysis did reveal another interesting structure, a scalloping that occurred at regular intervals from about 15 to 70 seconds, after which the decrease becomes more linear (on a log-linear scale). This scalloping indicates a periodic behaviour from some of the sources that we were unable to explain at the time.

2.2 The 2004 Disturbance

In February of 2004, a perturbation in the contact surface was again observed. It started to reappear on February 11, 2004. Figure 4a shows the average traffic patterns for each day from Sunday, February 8, to Saturday, February 14, 2004. The bump first increases in amplitude and then slides to the right during its developmental phase. The number of sources detected peaks at around 50 at the beginning of the period and at about 75 by the end, but the effects of the process can be seen in terms of displacement of Monday / Tuesday baseline. The total number of disturbing hosts involved would be the integral between the baseline and the disturbed line and contains up to 1500 source IP addresses contacting up to 100 or so destinations each. The disturbed behavior continues until June 1, 2004, when it abruptly disappears (see 4b). An examination of source addresses during the disappearance, indicates that the activity ceased as the May 31 / June 1 dividing line progressed around the world.

It is also interesting to note that Figures 4a and 4b display another disturbance in the contact line, a small spike at 150 destinations per hour. We did not examine its sources during our investigation, but, as a result of our simulations, believe that we now know its cause. This will be discussed further in Section 4.1.

There are some differences in the behavior between this occurrence and the previous perturbation. As shown in Figure 5, this time the lump is more pronounced, and there is only one. Both perturbations were caused by traffic to port 80, primarily SYN-only flows. Two of the three /8 networks that had the most

![Fig. 4. 2004 perturbation appearance (February) and disappearance (June) details. The y-axis is the number of outside hosts that contacted x internal hosts.](image)
sources in the first perturbation appear as the primary contributors to the second perturbation. The third /8 network also contains a large number of sources, however is not in the top three contributing /8 networks. The destination sets, however, were different, with 23% of the traffic targeting a different /8 network from the first perturbation.

3 Hypotheses

At the time this type of perturbation was first observed, the authors were interested in scanning activity. The initial contact surface graph displayed the connection behaviour of the entire monitored network. We hoped to determine whether scanning activity could be easily separated from legitimate network connections. We expected to find a large number of external hosts each of whom contacted a small number of internal hosts, and that this would represent legitimate traffic. We also expected that there would be a small number of external hosts who contacted a large number of internal hosts, and that this would represent scanning activity.

As we note in Section 2 what was actually observed was a power law relationship in the count of external hosts that contact a given number of internal addresses per hour in the central portion of the contact surface with outliers at the one destination per hour end of the line and a high degree of spreading at small source count end of the line. In retrospect, this linear relationship is not surprising. However, the perturbation was not expected and is particularly
interesting because of its variable nature — consistently present or absence for months at a time, with sudden onset and disappearance.

The perturbation was present in the earliest data that we analyzed (January 2003). The perturbation persisted until August 11, 2003, when it abruptly disappeared. Blaster was released on August 11, 2003, and this might be related to the change in behavior that we observed. At first, we thought Blaster might have caused data loss at our sensors, suppressing the data that gave rise to the perturbation. The nature of NetFlow collection using routers is such that substantial data can be lost under heavy load as NetFlow is sacrificed to routing under router overload. In addition, NetFlow is transmitted to the collection point using UDP which also suffers under network load. Had the losses been significant, the entire surface would have been displaced downward and, we suspect, the perturbation reduced, but not eliminated. It is also possible that the sources of the perturbation were taken off line by Blaster. If that were the case, we would expect the systems to resume their previous activity when brought back on-line. This did not happen. The most likely explanation is that the remote systems were also infected with Blaster, which caused them to be taken off the network, patched, and cleaned to remove all sources of malicious activity. We suspect that this cleaning removed the cause of the unusual behavior observed at our monitoring points and that the patching prevented the source from reestablishing the behaviour. We suspect a scanning worm of some kind, possibly exploiting a vulnerability in port 80 that was patched at the same time as the DCOM vulnerability used by Blaster, but have not identified a specific candidate.

The 2004 perturbation appeared on 11 February and disappeared as June 1 arrived. In December of 2004, Alfred Huger of Symantec noted that the dates of the appearance and disappearance of 2004 perturbation exactly matched the onset and demise of the worm Welchia.B. Welchia.B contained a “suicide” timer that accounted for its demise along the dateline between May 31 and June 1. We were able to persuade a colleague to examine a corpse of Welchia.B and discovered that the main scanning loop of the worm contained a “sleep” system call with a delay constant that appeared to account for the disturbance when the scanning rate and the percentage of the total IPv4 address space being monitored were taken into account.

At this point, we had a plausible explanation for our observations, but lacked a confirmation. Not too long afterwards, we took other positions and subsequently lost access to the data source, so that further analysis was not possible. In 2007, we learned from former colleagues that the perturbation phenomena had reappeared. Development of code to visualize the contact surface is part of an unrelated analysis project, and we decided to revisit the original problem to refine our hypotheses and determine whether we could develop a simulation that provided a plausible explanation for the earlier observations. Based on the
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earlier work, we developed several hypotheses that serve to focus the analyses and simulations.

**Hypothesis 1.** The perturbation of the contact surface is caused by the presence of persistent scanning behavior (such as would be exhibited by a worm-infected host) with a fixed time delay between each scan probe. This delay is constant across the infected population.

Note that this hypothesis implies a coordinated activity, however, the coordination may well be preprogrammed. All that is required is that each participant scan at the same rate.

**Hypothesis 2.** The targets of the scanning are essentially random so that they are not easily observed without a network telescope with an aperture that encompasses substantial address space (several /8s or more).

There is a tradeoff between the strength of the observed signal and the telescope aperture. For example, a single source emitting 1 randomly addressed probe per second would be seen about once every 4 minutes if the aperture is the equivalent of a /8 while it would be seen about once every 10 days if the aperture is a /24. If the scans are targeted so that the percentage of the total probes that are intercepted is disproportionate to the address space monitored, the signal strength increases.

We noted in Subsection 2.2 that we observed a small spike at 150 addresses that was consistent over time. While we did not investigate that spike further to determine the characteristics of the IP addresses generating the spike, we believe that it was due to scanning activity from several sources whose targets were largely within the monitored address space. This gives rise to an additional hypothesis.

**Hypothesis 3.** Sharp spikes in the contact surface are due to a group of hosts that all scan addresses within the monitored address space at a fixed rate.

Note that there are several limiting cases here. A small number of dropped packets are equivalent to a scan that largely, but not completely, targets the monitored address space. In addition, scans that target one or more complete subnets and are carried out so rapidly that all addresses are probed within the interval of the analysis (one hour in our case), will also generate spikes. If all probes from all sources scanning full subnets are observed, the spike becomes a point whose amplitude is the number of scanners and whose position on the target count axis reflects the size of the scanned subnets.

In the next section, we explore these hypotheses using a combination of simulation and analysis of data from a /22 network that we have monitored for several years.

### 4 Analysis and Simulation

The correlation between the onset and demise of Welchia.B and the 2004 perturbation provided evidence that the observations could be due to regular
behaviours of a small population of infected machines. The discovery of a timed scanning loop in Welchia.B provided a mechanism for regular behaviour. We decided to see if we could reproduce the observed perturbations in a controlled manner. In order to do this, we needed to generate appropriate background behaviour and perturb it according to our hypotheses. Because we were not analyzing flow data per se in constructing the contact surface, we can avoid the task of simulating millions of individual hosts and concentrate on the essential characteristics of the background traffic as seen in the contact surface. This admits some simplifications.

Fig. 6. Base traffic simulation, 2D (6a) and 3D (6b) views, 4% of IPv4 monitored (12 /8s), 40% noise spread, 24 hours with no perturbations. Vertical axis is number of outside addresses seen per hour. Horizontal axis is number of inside addresses targeted per outside address. Time is into the page in the 3D case.

In Section 2, we noted that there is always an outlier at the 1 host per hour portion of the fit. Far more outside hosts make single contacts than would be predicted by the model. A similar phenomenon occurs at the other end of the scale where a few (typically less than 5) hosts contact each of a very large number (thousands to hundreds of thousands) of destinations per hour. We believe that, in the undisturbed (no perturbation) case, that the contact lines represent three independent phenomena. The excess of single destination hosts represents a very low frequency noise component. For about a year, we have been analyzing NetFlow data from a local /22 network that is about 10% occupied. In a typical hour, on the order of five thousand external sources each contact single inside addresses. Extending the filtering period to a day gives an average of about 62 thousand, with a little over a million external addresses contacting a single internal address in the course of a month. For the year, there are slightly over 10 million external addresses that each contact a single inside address and more than half (5.4 million) are active in only a single hour of the observation period. For reasons that we are still investigating, the diurnal variations in this low frequency component are much smaller than those in the main portion of the traffic, and the diurnal variations in the regular data are suppressed by the
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Log scale presentation of their sum. Inspection of other end of the scale indicates that the spreading is due to a substantial number of bulk scanners who systematically probe the monitored network. We do not include either the low frequency or bulk scanning components in our base model.

The simulation is written in Snobol-4, enhanced with a Mersenne Twister random number generator. The simulator produces scripts for the Gnuplot graphics program. The simulation is constructed in two parts. The first uses the regression line, $e^{11.763367 \times x^{-1.957496}}$, noted above and generates the expected number of sources contacting each destination count. Noise is added using a triangular distribution that spreads each point by a fixed percentage of its value (constant width on a log/log scale). It is important to note that the sole purpose of this portion of the simulation is to provide a realistic appearing base and not to emulate the processes that actually produce the base. The noise spread is included in the base so that the injected perturbations will not be completely obvious at low levels of disturbance. We have not included the diurnal and weekly variations found in the real data. Figures 6a and 6b show two and three dimensional views of the base traffic. These were created by setting the perturbation parameters to zero and assuming the fit parameter, 4% of the IPv4 address space associated with the regression line. It is interesting to compare Figure 2b with Figure 6b. In the central region, the figures are sufficiently similar so that we can claim that the base traffic generation is adequate. This base traffic is used for all of the subsequent simulations, normalized for different monitored percentages as necessary.

To simplify the simulation of the perturbation process, we assume that the perturbers scan at a constant rate, dictated by some delay loop. We also assume that they generate random IP addresses, over some portion of the Internet, up to and including all of the IPv4 address space, $0 \cdots (2^{32} - 1)$. If this is the case, our monitoring network will collect a fraction of the probes, based on the amount of address space being monitored and the percentage of probes that target that space. The simulator allows us to specify these parameters as well as the number of probers and the rate at which they probe. We have run a series of sensitivity analyses in which we vary the coverage, i.e. the percentage of the Internet being monitored, from 4 /24s to 20 /8s, assuming 1000 probers each sending 2 probes per second. Similar runs vary the number of probers or the probe rate while holding other parameters constant. The simulation is “brute force” in that we simulate each prober separately. For each scanner, we generate a random number in $\{0.0 \cdots 1.0\}$ for each scan it would have emitted during the hour. The number of observed probes is the count of random numbers with values below the monitored network percentage adjusted for the assumed probe range. This number is the number of destinations reached by the prober and we add 1 to the appropriate base cell in the array holding the contact line.
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7 Phil Budne’s C implementation, version 1.1 from http://www.snobol4.org
8 http://www.math.sci.hiroshima-u.ac.jp/~m-mat/MT/emt.html
9 If we assume that the probes target just the monitored network, or some portion of it, this count will approach the probe rate.
Fig. 7. Simulation of 1000 perturbers at 1800 probes per hour. 1 /16 (7a) and 1 /8 (7b) monitored.

Figures 7a and 7b indicate that a perturbing population of 1000 sources at one probe per 2 seconds each might be visible if a single, relatively quiet /16 was being monitored but should be quite visible if a /8 is being monitored. This appears to confirm hypothesis 2 and provides guidance for future investigations of observed perturbations.

Figures 8a and 8b indicate that 100 sources at one probe per 2 seconds might be visible if 12 /8s are being monitored and that 1000 will be clearly visible. Note that the disturbance moves downslope and grows in amplitude as the coverage increases while the amplitude of the disturbance grows in place as the number of probers increases. In both cases, the width of the disturbance reflects the randomness of the interception process.

Similarly, Figures 9a and 9b indicate that 100 sources at 1 probe per 2 seconds might be visible if 12 /8s are being monitored and that 1000 will be clearly visible. Note that the disturbance moves downslope and grows in amplitude as the coverage increases while the amplitude of the disturbance grows in place as the number of probers increases. In both cases, the width of the disturbance reflects the randomness of the interception process.

Figures 9a and 9b indicate that a disturbance caused by a population of 1000 probers each issuing one probe per 10 seconds (360 per hour) is barely visible in
Fig. 9. Simulation of 1000 perturbers at 360 (9a) and 900 (9b) probes per hour, 12 /8s monitored

Fig. 10. Simulation of 20 perturbers at 720 probes per hour, 75% (10a) and 99% (10b) hit rate, 12 /8s covered

the artificial background, while a similar population is easily seen with a probe rate of one per 4 seconds. Again, the disturbance moves down slope and increases in amplitude with increasing probe rate. The above examples serve to describe the approximate limits of visibility for regular probes as a function of probe population and rate and observational coverage. In this part of the analysis, we assume that the percentage of probes seen is equal to the percentage of the address space that is being monitored. While this is true for a number of random scanning strategies, targeted scans will manifest differently. The simulated perturbations embody the strategies implicit in Hypothesis 1. The resemblance to the observed data is gratifying, but we cannot say conclusively that these are the only assumptions capable of producing the observed phenomena.

4.1 The Minor Spike

Figures 4a and 4b show minor spikes at the 150 contacts per hour point in addition to the broad disturbances seen earlier. We did not have an opportunity to analyze these at the time, but realized that the simulation also provides a plausible explanation for these as well. If the probing strategy is such that the
probes fall entirely within the monitored network, the disturbances sharpen as can be seen in Figures 10a and 10b. In this case, we are considering a population of 20 probes with 75% and 99% of the probes being seen in the monitored network. The probe rate is 720 per hour (1 every 5 seconds) per source. Note that, if the hit rate were 100% for all sources, the spike would become a single dot whose amplitude indicated the number of sources. We see exactly this behaviour in the /22 network that we have been monitoring. This simulation is consistent with Hypothesis 3.

4.2 Full Subnet Scanning on a /22

Figure 11 shows contact data for a month from the /22 that we have been monitoring. The data was first filtered to retain only traffic from an external source address to a destination addresses within the monitored network then sorted by flow start time. The data was then filtered using a Bloom filter so that only the first record for each unique source IP / destination IP pair was kept for subsequent analysis. The retained data was passed through to the SiLK rwbag program and a bag or multiset made for the source IP addresses. This bag counts the number of internal addresses contacted by each external address. Inverting this bag provides the data pairs used to produce the contact line. The line is similar to those composing the contact surface seen in the Figure 2a.

![Contact Surface: 2006/04/01T00 for 1 month. Bloom filtered for unique sIP, dIP](image)

Fig. 11. Observed Contact line for a /22 in April 2006
The general shape of the curve is similar to those for the larger network. Several hundred thousand external addresses appear associated with only a single internal address. In other months, this number is as much as a million. At the bottom of the figure, one to three addresses contact most of the host counts between 50 or so and 1016.

Notable at the right hand end of the figure are high points, approaching 100 sources at 254 and 1016 destinations with smaller peaks at 508 and 762. A closer inspection shows that significant numbers of sources attempt to connect to one to four of the monitored subnets. Most probe all of the monitored addresses, but smaller numbers contact nearly all, missing only one or two, resulting in secondary points, as well. Inspection of the corresponding daily and hourly traffic shows that the full scans are distributed throughout the month and are not easily seen on a shorter time scale. These observations appear to be consistent with the limiting cases of Hypothesis 3. The singleton traffic is the subject of a current investigation. We note that during the 14 that months we have analyzed, nearly 13 million outside sources contacted the network. About 42% of these generated only a single flow record and over 90% generated 10 or fewer flows.

5 Related Work

The contact surface described in this paper was first shown in a paper by McHugh and Gates on locality. However, at that time, the disturbance in the contact surface was only noted, but not analyzed nor was it presented as a subject for speculation. At that point it was not known that the perturbation would disappear in August 2003. It appeared again in a later paper by McHugh et al., however at that point the cause of the perturbation was still unknown and, again, the disturbance was not analyzed. Since that time the suspected cause of the 2004 perturbation was discovered, and the contact surface was the subject of several invited presentations but not of any publications.

While we know of no other work that has demonstrated a contact surface, nor demonstrated observed effects of security-related phenomena on large-scale traffic analysis, some work related to the contact surface can be found in the network traffic analysis literature. Network traffic analysis traditionally has focused on an examination of traffic volumes or round-trip-times. For example, Paxson and Floyd found that WAN traffic was largely self-similar in nature, exhibiting fractal-like scaling behavior and a heavy-tailed distribution over various time scales. Feldmann et al. studied this further, relating the impact of the local networks on the traffic characteristics to the physical construction of the network. Later, Chen modeled traffic volumes using an ARIMA (Auto-Regressive Integrated Moving Average) model. He analyzed traffic based on subnetworks, such as analyzing all http traffic in isolation (rather than by LAN,

10 While the /22 contains 1024 addresses, the maximum count that we see is 1016. Addresses 0 and 255 in each /24 do not appear, having been “absorbed” within the instrumented router.
as done by Feldmann et al.), and suggests aggregating each of these subnetworks together to better model overall network traffic. Traffic volumes have also been analyzed for security events (e.g., denial-of-service attacks) and failures, using approaches such as signal processing [8]. Lee and Fapojuwo review several statistical techniques for analyzing network traffic [9]. However, these studies and others have not examined the interhost communication characteristics we observe in the contact surface.

Some work has been done on analyzing host-to-host communications. For example, Epsilon et al. [10] examined host-level network traffic characteristics for ATM traffic at an ISP, finding that host traffic is highly non-uniform (with a few servers accounting for the most traffic). They also analyzed connection information in terms of typical traffic volumes, however no analysis was performed on typical connection patterns (such as how many servers a typical client accessed). Sarvothan et al. [11] do a similar connection-level analysis, noting that there are two types of traffic — alpha and beta — where alpha traffic is dominated by a few flows transferring large amounts of data over high-bandwidth connections whereas beta traffic consist of the remaining flows with smaller data transfers and lower bandwidths. Lakhina et al. [12] examined OD (origin-destination) flows on backbone networks using PCA, however they defined the origin as a network ingress point and the destination as a network egress point, rather than as the source and destination hosts respectively. Lakhina et al. [13] also examined network traffic using clustering and entropy approaches on source and destination IP addresses, but did not combine the two as done in the contact surface. Dübendorfer et al. [14] analysed the effect of worm traffic on an internet backbone, where they aggregated the number of unique sources seen over time. However, they did not split this into the third dimension, aggregating again by number of destinations contacted. Karagiannis et al. [15] do examine network traffic at what they term the “social level”, analyzing the communication of a single host with regards to the number of destination IPs contacted for particular types of traffic (e.g., web, p2p, malware and mail), however they do not aggregate this information across multiple sources.

Visualization software has been developed to help administrators better understand their network traffic and better detect anomalies. Such visualizations have typically focused on host to host behavior, such as providing three dimensional graphs indicating the traffic relationships between external host, internal host and destination port (see, for example, [16] and [17]). Goodall et al. [18] developed a Time-based Network traffic Visualizer (TNV) demonstrating context and time for network traffic. TNV provides a visual representation of the network traffic between hosts, but does not aggregate in the form shown in the contact surface, instead focusing on traffic between individual hosts. Oberheide et al. [19] present a similar tool, showing traffic volumes per host, or non-aggregated interhost relationships. Interestingly, they show how the Dabber worm appears using their interface, along with traffic both before and after a slashdot event. However, as they do not look at the aggregated traffic, they do not observe the same phenomena presented in this paper.
6 Conclusions and Acknowledgments

We have developed a graphic representation for large scale Internet connection behavior and have used it to investigate two outbreaks of what appears to be synchronized activity by significant populations of scanning hosts. It appears that the synchronization arises from a “design time” choice of a delay constant in the scanning loop and that this allows a small population of scanners to create a pronounced disturbance in the midst of the activities of millions of others. We have explored the phenomena through simulation and believe that we have plausible explanations for a number of features that appear in observed contact lines. We realize that there is some risk in publishing this kind of result. It would be trivial to modify the scanning mechanism so as to avoid the observed phenomena. As part of our future work in this area, we will investigate the effect of such changes, noting that both increases and decreases work against the scanner, raising detectability or reducing effectiveness. Given access to suitable data, we expect to discover additional periodic phenomena, as well. In addition, the development of the techniques used to display and analyze this phenomena has aided us in performing more immediate tasks as well as serving to identify other research areas of interest. The reviewers of the paper made a number of helpful suggestions, including the performance of more detailed analyses of the 2003 and 2004 outbreaks. We agree that these analyses should be performed, but we no longer have access to this data and know of no comparable sources to which we might obtain access. Thus far, we have been unable to persuade individuals who have current access to collaborate. We want to thank Tom Longstaff for his encouragement when we were all at CERT, Michael Collins and Mark Thomas for the initial and continuing support of the SiLK tools. We owe a debt of gratitude to the late Suresh L. Konda for the vision that made our discoveries possible.
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Abstract. In [6], Pouget et al. have conjectured the existence of so-called multi-headed worms and found a couple of them on attack traces collected on a single honeypot. These worms take advantage of several distinct attack techniques to propagate but they use only one of them against a given target. From a victim’s viewpoint, they are therefore indistinguishable from the other classical worms that always propagate using the same attack vector or same sequence of attack vectors. This paper aims at confirming the existence of these worms by studying a very large dataset. The validation process led to three important contributions. First, we establish the existence and assess the importance of three distinct classes of attacks seen in the wild. Second, we propose a new method to correlate attack traces time series and apply it to search for multi-headed worms. Third, we offer and discuss results of the analysis of 15 months of data gathered over 28 different platforms located all over the world.

1 Introduction

The concept of worm, as a programming paradigm, has been introduced more than 25 years ago [8] and has been used to propagate malicious code on a large scale as early as September 1988 with the first ADM worm targeting the DNS infrastructure [3] and with the so called Morris worm, also known as the Internet worm, hitting the Internet in November 1988 [9]. However, one had to wait more than ten years to see worms routinely used by hackers and various techniques used to speed up their propagation on the Internet [10]. We refer the interested reader to the taxonomy of worms published in [12]. The authors provide several examples of worms, classifying them according to various viewpoints, namely worm target discovery and selection strategies, worm carrier mechanisms, worm activation, possible payloads, and plausible attackers who would employ a worm. As indicated in [12], worm authors are not so much interested anymore in gaining faith for having created the fastest worm or the worm having compromised the largest amount of machines. Instead, worm spreading is now seen as a preliminary phase to conduct other fraudulent activities to gain money using various techniques (spam relays, extortion with DDoS threats, pay-per-click fraud, etc.). Therefore, worms are now designed to make their propagations as stealthy as possible.

Multi-headed worms, identified by Pouget et al. in [6], belong to a new class of worms designed with stealthiness in mind. These sophisticated programs can break into target machines using several different techniques. This, by itself, is not new. The Morris worm [9], in 1988, already had this feature. It was propagating using attacks against three different services: rshd, fingerd and sendmail. The Morris worm, after
having selected a target, was trying all three attacks, one after another, interrupting the process only in the case of a successful intrusion. Several other worms have, since then, used the same strategy. They all are fairly easy to identify thanks to the known sets (or sequences) of attacks they try against their targets. Multi-headed worms, as defined in [6], use a very different strategy: they probe each target with only one of the attacks they are capable of. This strategy decreases their chance of success but increases their stealthiness. Indeed, there will be no trace left anywhere highlighting the fact that a new worm has been created combining attacks X, Y and Z as they will never be tried together by a given attacker against a given attackee.

In [6], the authors had used traces left on a simple low interaction honeypot to highlight the existence of a couple of such multi-headed worms propagating in the Internet. At that time, only one of them, Nachia, had been acknowledged by intrusion detection and antivirus vendors. This seminal work had been carried out on a single platform and, therefore, was not able to assess the seriousness of the threats posed by this new class of worms.

In this paper, we carry out a systematic identification of multi-headed worms in attack traces collected thanks to 28 distinct low interaction honeypot platforms, located in 15 different countries, over a 15 month period. In order to perform this experiment, we had to design a different method than the one originally proposed in [6] because of algorithmic complexity issues. The application of this validation process led to three important contributions: i) we establish the existence and assess the importance of three distinct classes of attacks seen in the wild; ii) we offer a new generic method to correlate attack traces time series that could be applied to other kinds of datasets; iii) we offer and discuss results of the analysis of 15 months of data gathered over 28 different platforms located all over the world.

The paper is structured as follows. Section 2 reviews the state of the art and describes the two main reasons why the solution provided in [6] does not scale. Section 3 presents the three distinct steps of the new method we propose: (i) Identification and selection of attack classes (ii) Identification of correlated platforms (iii) Root causes identification. Section 4 provides a summarized description and discussion of the most interesting results obtained. Section 5 concludes the paper.

2 Problem Statement

In this section, we describe the original solution provided in [6] for the identification of multi-headed worms and explain the two main reasons why this solution does not scale. For the sake of completeness, we first start by briefly describing the data collection environment considered in that work as well as some definitions of terms used throughout this paper.

2.1 The Leurré.com Environment

The Leurré.com environment is a distributed setup of low interaction honeypots. As of now, there are approximately 50 different partners that host a so-called platform. All platforms are configured exactly the same way. Each platform emulates, thanks to
honeyd [7], three virtual machines: a Windows 98 machine, a Windows NT Server, and a Linux RedHat 7.3. These platforms are located in 30 different countries covering the five continents. They are hosted by different types of institutions (academic, industrial, government, defense, SME, etc.). Most platforms have been active for more than 24 months; the oldest one has been running since January 2003.

Each platform captures tcpdump traces of all packets sent to and from it. These files are uploaded, on a daily basis, in a centralized Oracle database accessible to all partners to carry out various kinds of analysis. The entity relationship diagram of the database is fairly complex and its description lies outside the scope of this paper. However, a few key concepts must be precisely defined in order to avoid any misunderstandings.

- **Platform:** A physical machine, hosting three virtual machines, connected directly to the Internet and collecting tcpdump traces in the context of the Leurré.com environment.

- **Source:** A source corresponds to an IP address that has sent at least one packet to, at least, one platform. It is important to understand that a given IP address can correspond to several distinct sources. Indeed, a given IP remains associated to a given source as long as there is no more than 25 hours between 2 packets received from that IP. After such a delay, a new identifier will be assigned to the IP. By grouping packets by sources instead of by IPs, we minimize the risk of gathering packets sent by distinct physical machines that have been assigned the same IP dynamically after 25 hours.

- **Ports Sequence:** A ports sequence is a time ordered sequence of ports (without duplicates) a source has contacted on a given virtual machine. For example, if an attacker sends the following packets: icmp, 135 TCP, 135 TCP, 139 TCP to a given virtual machine, the associated ports sequence will be represented by the string \( ICMP|135T|139T \). Each source can have, at most, three distinct ports sequences associated to it, per platform. As of now, we have observed around 40,000 distinct unique ports sequences on all Leurré.com platforms.

- **Cluster:** A cluster is made of a group of sources that have left highly similar traces on all platforms they have been seen on. Clusters have been precisely defined in [5]. They aim at grouping together attackers that are likely launching attacks with the very same attack tool. Traces present in a given cluster have 7 features in common, one of them being to have targeted the same ports sequence as defined here above. As of now, we have observed more than 154,900 different clusters.

- **Cluster time series:** A Cluster time series represents the amount of sources, on a daily basis, associated to a given cluster on a given platform. In other words, there are, for a given cluster, as many cluster time series as platforms.

- **Global Cluster time series:** A global cluster time series represents the sum of all cluster time series associated to a given cluster. In other words, there is a single global cluster time series associated to a given cluster.

- **Platform time series:** A platform time series represents the sum of all cluster time series associated to a given platform. In other words, there is a single platform time series associated to a given platform.
2.2 Seminal Work on the Identification of Multi-headed Worms

Pouget et al. have proposed in [6] a method to discover multi-headed attack tools. In that paper, the authors explain that sources compromised by a multi-headed worm leave, by definition, distinct traces on the honeypots depending on which attack they choose to launch against them. As a result, the sources will be classified into as many different clusters as there are different possible attacks for the worm. However, the various cluster time series associated to a given multi-headed worm should evolve over time in a similar way as they all are a function of the total amount of machines compromised by that multi-headed worm at any point in time. Therefore, by identifying cluster time series that are very similar to each other appears to be a simple yet efficient way to identify multi-headed worms. In [6], the authors have used the SAX technique [4] to calculate the distance between all pairs of cluster time series data.

The authors have shown, by means of data extracted from a single platform, the existence of a couple of interesting multi-headed worms. Having a much larger dataset at our disposal, we were interested in verifying their results on a worldwide scale. Unfortunately, we found out that the detection method in [6] does not scale to that level for two main reasons. First, the most straightforward way to generalize the approach to data collected on several platforms, instead of one, is to measure the distance between different global cluster time series. Experience shows, as discussed below, that this approach does not work when a large number of platforms located in many different places in the world are considered. The reason lies in the fact that worms do not spread in an uniform way across the IP space. Therefore, we must measure distances between cluster time series observed on distinct platforms instead of global cluster time series. Second, the authors in [6] considered a fixed time window of 1 year to assess the distance between time series. This approach works for some extreme cases but, as we demonstrate hereafter, is also likely to miss many interesting phenomena, the existence of which is only visible during a couple of weeks. Therefore, their fixed time window must be replaced by a sliding window.

Measuring distance between cluster time series on many platforms by means of a sliding window leads to an algorithmic complexity problem. In the next three sections, we provide examples of the two problems described above and offer a formal complexity analysis of these issues. Section 3 proposes a new solution to address these identified drawbacks of the original method.

**Fixed time window vs sliding time window.** The top plot in Figure 1 presents the global cluster time series for two distinct clusters, over a period of more than 450 days. The first (resp. second) one represents sources belonging to cluster number 15715 (resp. 60231) only. The corresponding ports sequence of cluster 15715 (resp. 60231) is 1433TCP (resp. 5900TCP). The SAX distance, computed as described in [6], i.e., over the whole observation period, would lead us to consider that these two cluster time series are not correlated. However, when looking at the bottom plot in Figure 1, it is clear that these curves are highly correlated between day 60 and 90. The reason why SAX gives a low similitude is mostly due to the activities happening before day 60 as well as after day 200. It can well be that the existence of the multi-headed worm can only be detected during a limited period of time. This is especially true for multi-headed
worms that are using attacks that were already frequently observed when the multi-headed worm got launched. As a consequence, one cannot simply rely on the usage of a large fixed time window, as proposed in [6] to detect those worms. Using a sliding time window is obviously the way to go in order to address this issue.

Global cluster time series vs. cluster time series. The top plot in Figure 2 shows two distinct cluster time series on platform 18 over a period of 30 days. The first (resp. second) one represents the evolution of cluster number 15611 (resp. 68049). The bottom plot in Figure 2 represents the corresponding global cluster time series (over all platforms) over the same period for these two clusters. These figures highlight the fact that, on platform 18, the two cluster time series are highly correlated between day 70 until day 100 whereas the corresponding global cluster time series are not. This can be explained by the fact that a multi-headed worm is not necessarily observed everywhere in the world. If the multi-headed worm is reusing attack vectors that are frequently observed elsewhere, its existence will remain hidden if we use global cluster time series instead of carrying out the analysis on each platform independently.

Working with global cluster time series is thus not an option. One of the contribution of this paper will be to demonstrate that, unlike global clusters, platform time series carry enough information so as to uncover correlations among cluster time series. This is an important finding as it enables us to reduce the computational cost of the correlation search phase as shown in the next section.

2.3 Complexity Analysis

From the previous two examples, it comes out that, in order to deal with these two issues, we should apply the method proposed in [6] between all cluster time series, for every platform, over a sliding time window. Intuitively, this leads to a very large amount of computations that we detail hereafter.
Let \( S = \{S_i\}, i = 1..N \), be the set of platforms and \( A = \{cl_i\}, i = 1..K \) be the set of distinct clusters observed on all the platforms during a period of \( T \) consecutive days. Our objective is to identify all clusters that targeted a subset \( S' \subset S \) of platforms over a period of \( T' \leq T \) consecutive days in a similar way. By similar, we mean that the selected cluster time series on any two platforms of \( S' \) are highly correlated.

To do so, we compute the correlation over a sliding window of size \( L \). For a total of \( M \) time series (\( M \leq K \times N \) as not all clusters are observed on all platforms), the total number of correlations to be computed is given by:

\[
C_1 = \frac{M \times (M - 1)}{2} (T - L)
\]

\[
C_1 = O(M^2T)
\]

We postpone until Section 4 the details of the numerical results obtained from the experiments but, for now, the reader should be aware that \( M \) amounts to more than 59,000 in the 15 months period considered. Clearly the simplistic generalization of the method described in [6] is too expensive.

Our solution to reduce the complexity is twofold. First, we find an automated way to select a subset \( M' \) from \( M \) such that \( M' \ll M \). The reduction technique is presented in Section 3.1. Experimentally, we found out that \( M' \) can be an order of magnitude smaller than \( M \). After such selection, the complexity comes down to \( C_2 = O(M'^2T) \) and \( C_2 \ll C_1 \). However, the cost \( C_2 \) remains prohibitive and this leads to the second step of our method where we compute filtered platform time series corresponding to the sum of activities corresponding to these \( M' \) time series per platform. We then look for similitude between these filtered platform time series instead of between cluster time series. The cost to pay for finding similar platform time series comes down to

\[
C_3 = \frac{N \times (N - 1)}{2} (T - L)
\]

\[
C_3 = O(N^2T)
\]

This leads us to the identification of a certain amount \( P \) (with \( P \ll T - L \)) of periods in which we have a group of \( G_i \) (with \( i = 1..P \) and for \( \forall i|G_i| \ll N \)) correlated platform time series. For each period, we have to find the cluster responsible for the identified similarity. In other words, for each period, we must compare the \( M' \) cluster time series with, at maximum, \( N \) filtered platform time series. This leads to the identification of the root causes of the similarity on each platform. If we define \( G = maxG_i|i = 1..P \), an upper bound of the cost of this operation can be given by \( C_4 = P \times G \times M' \).

Thus, the total cost of this method is equal to \( C_5 = C_3 + C_4 \) and we have \( C_5 = O(N^2T + PG\cdot M') \). In the general case, nothing ensures, \textit{a priori}, that \( C_5 \ll C_2 \ll C_1 \) but, as we expect the values of \( N, P \) and \( G \) to be very small compared to \( M \) and \( M' \), this justifies the choice of this solution. Experimental results presented in Section 4 validate this choice.

3 Methodology

We detail in this section the three steps of our methodology we have eluded to in the previous Section:
1. All attack traces can be grouped into three distinct families. Only one of them is likely to contain traces due to multi-headed worms. Therefore, the method starts by selecting in our dataset those traces that belong to the sole interesting family.

2. Our platforms observe a limited number of hits per day. If at some points in time two platforms become the target of a multi-headed worm, we make the assumption that this will significantly impact the overall platform time series on that period. Therefore, the method identifies groups of platform time series strongly correlated over different periods of time and identifies the root causes for those similitudes. Similarly to the approach followed in [6], if a similitude is caused by many attack tools, we believe this reveals the existence of a multi-headed worm. Obviously, if the intensity of the attack is not high enough that it impacts the platform time series of at least two platforms, our method will miss it. The validity of the method is further discussed while presenting the experimental results in Section 4.

3. We search for the root causes, i.e. the clusters that are responsible, if any, for the similar shape of the filtered platform time series in each group. Once we have found them, we verify that they did not also existed on other platforms than the ones we had in the group under study. This can happen if the influence of these clusters on the other filtered platform time series was not strong enough to include them in the group of similar platforms.

3.1 Construction of Filtered Platform Time Series

As explained before, the first step of our technique aims at reducing the number of cluster time series we need to focus on. Our method to reduce the size of the problem is based on our experience with attack traces collected in the Leurre.com project. We have observed that cluster time series can be categorized into 3 distinct families:

1. **Peaked family:** Time series in this family exhibit a significant peak of values during a very small period of one or two days and almost no activity otherwise. In most cases, the corresponding cluster is observed on a single platform only. We leave for future work a more in depth study of this specific type of phenomena and we thus exclude those time series when building platform time series.

2. **Stable family:** Time series in this family have a roughly constant behavior during the whole observation period. As we make assumption that correlated clusters due to multi-headed worms exhibits time series having similar noticeable variations over time, stable clusters are meaningless in the context of this analysis. We can simply remove them from our dataset. Note that removing the stable ones has little impact on the shape of the platform time series. However, as a very large number of time series falls into the stable family, removing them from our initial set dramatically reduces the computational cost.

3. **Strongly varying family:** Time series in this family are characterized by wide amplitude variations over long periods of time. Our objective is to uncover phenomena

---

1 There is no reason to believe that the findings described hereafter are not also applicable to datasets collected by other projects. If that were the case, it would certainly be worth investigating the reasons why.
that involve several cluster time series over periods of time larger than a few days, we restrict our attention to those time series in the remaining of this paper.

We proceed as follows to classify each cluster time series into one of the three families introduced above. We first compute the standard deviation of the time series over the whole observation period. If it is smaller than a threshold \( \delta \), then we flag the time series as belonging to the stable family. Otherwise, we filter out the outlier values from the time series. Outliers are defined as the two greatest and smallest values of the time series. Then we compute the standard deviation of newly obtained time series. If the standard deviation is now smaller than \( \delta \), we declare the time series as belonging to the peaked family. Otherwise, we declare the time series as belonging to the strongly varying family and we thus keep it in our set of cluster time series. In the above procedure, we used \( \delta = 2 \), which is intended to be a conservative value, based on the visual inspection of a lot of cluster time series.

\[ \text{Figure 3. Example of the peaked family time series} \]

\[ \text{Figure 4. Data Pre-processing} \]

Figure 3 illustrates the algorithm for a cluster time series that spans over 20 days. The standard deviation of the time series is 6.51. Since it is greater than 2, our algorithm cannot declare this time series as a stable one upfront. We next filter the extreme values from this time series, which for the case of Figure 3 boils down to cutting the peak on day 12. The resulting time series is obviously smoother than the initial one and its standard deviation is 0.46, which is smaller than the threshold 2. Hence, our algorithm eventually flags the time series of Figure 3 as belonging to the peaked family.

The cost of the above filtering process comes on top of the complexity evaluated in the previous Section but it is very small compared to \( C_1 \) since its complexity is linear with respect to the number of clusters and the algorithm involved for each cluster is much cheaper to run than the evaluation of the correlation between two clusters (over sliding windows), as discussed before.

Figure 4 illustrates our pre-processing technique. We plot three platform time series for platform 18. Original data is the platform time series obtained using all clusters. It is made of 6162 clusters in this specific case. Peaks removed is obtained once the peaked time series have been filtered out. It is made of 6108 clusters as 54 clusters were peaks in this example. Clean data is the platform time series data once the peaked and stable time series have been removed. It is made of only 39 clusters! This highlights the usefulness of the pre-processing phase.
Figure 4 clearly shows that original data is quite different from clean data due to the two peaks at the same position (110). These peaks (clusters number 165249 and 165143) were created by 510 sources. This attack was neither observed before or after day 80, nor was it observed on any other platform. As we can see, the peaks removed and clean data time series have a very similar shape. They differ only with respect to their amplitude. However, we remind the reader that the peaks removed time series contain 6108 clusters and that only 39 (strongly varying) time series remain in clean data.

3.2 Groups of Correlated Filtered Platform Time Series

In this section, we explain how we identify correlated groups, i.e. groups of platforms for which any two filtered platform time series are mutually correlated for a given period of $T'$ days. Obviously, one wants to maximize the number of platforms involved and the duration $T'$ over which each group exists. The proposed algorithm is made of three successive steps described in the following subsections: i) pairwise comparison of filtered platform time series, ii) construction of groups of correlated platforms within a given time period and iii) reorganization of the time periods to maximize them on a group by group basis.

Pairwise correlation of filtered platform time series. The first step of our algorithm consists in computing the correlation of any two platform time series using a sliding window of $L$ days. Consider two time series $\Phi$ and $\Psi$. Let $\text{cor}(A, B)$ be the coefficient of correlation of two vectors A and B. The correlation vector $C$ of $\Phi$ and $\Psi$ is computed as follows:

$$C[k] = \text{cor}(\Phi[k, k + L], \Psi[k, k + L]), \quad k = 1, \ldots T - L$$

$\Phi$ and $\Psi$ are considered to be correlated in the interval $[t_1, t_2]$ if $C[k]$ is greater than a given threshold for every $k$ value in the interval $[t_1, t_2 - L]$. We use as a measure of correlation the Pearson coefficient of correlation.[11]

An important parameter of our procedure is the choice of the threshold to declare that two time series are correlated. Again, we rely on experience, i.e. visual inspection of a lot of cases, to choose our threshold. We end up having a threshold of 0.75. We note that this is a high, and thus safe, value as 0.4 is already considered as a significant correlation value in the statistical literature.

Figure 5 illustrates the first step of our procedure. The platform time series for platforms 2 and 15 are deemed correlated in the interval $[t_1, t_3]$ as their correlation vector is greater than the threshold of 0.75 in the period $[t_1, t_3 - L]$. We use as a measure of correlation the Pearson coefficient of correlation.[11]

Application of the above procedure to all the pairs of platform time series leads to the identification of a set of correlated pairs of platforms over different periods of time. Figure 5 illustrates the situation at the end of the first phase. It shows that platform time series 4 and 7 (curve 4&7) are correlated from day 1 to day 4, platform time series 1 and 8 (curve 8&1) are correlated from day 1 to day 6, etc.

Correlated groups extraction per time interval. Based on this first result, our next objective is to divide the time line from 0 to $T$ into a set of time intervals such that the
pairs of platforms associated to one interval are correlated over the whole duration of this interval. Within each interval, we want to identify groups of platforms such that all platforms in the group are correlated to all others. The algorithm we use to achieve this task can be summarized as follow:

1. $i = 1, T_{\text{start},i} = 1, T_{\text{end},i} = 1$, $L$ is the sliding window parameter.
2. We define $S_i$ as being the set of pairs of correlated platforms at time $T_{\text{start},i}$.
3. We exclude from $S$ all pairs of correlated platforms that are not correlated until, at least, $T_{\text{start},i} + L$.
4. We define $T_{\text{end},i}$ as being the first end point of the pairwise correlations in $S$. Interval $i$ is then defined as $[T_{\text{start},i}, T_{\text{end},i}]$; We proceed to the next interval $i \rightarrow i + 1$
5. We define $T_{\text{start},i}$ as being the first start point of a pairwise correlations not yet present in $S$.
6. If $T_{\text{start},i} \leq T - L$, we reinitialize $S$ to $\emptyset$ and go back to step 2; if not the algorithm terminates.

Applying this algorithm to the case described in Figure 6 leads to the identification of the three periods defined in Table 1 when we chose $L=3$.

<table>
<thead>
<tr>
<th>Table 1. Periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1 = [T_{\text{start},1}, T_{\text{end},1}] = [1, 4]$</td>
</tr>
<tr>
<td>$T_2 = [T_{\text{start},2}, T_{\text{end},2}] = [3, 6]$</td>
</tr>
<tr>
<td>$T_3 = [T_{\text{start},3}, T_{\text{end},3}] = [4, 8]$</td>
</tr>
</tbody>
</table>

Having identified time intervals, we now need to group together all platforms that are correlated with each other. If we use a graph representation of the correlated pairs identified in the previous stage of our algorithm, the problem corresponds to the identification of clique within the graph. We generate one graph per period. Nodes in a

---

1 A clique in an undirected graph $G$ is a set of vertices $V$ such that for every two vertices in $V$, there exists an edge connecting the two.

---

Fig. 5. Example of correlated platform time series
graph represent platform time series and if two platform time series are correlated in that period, their edges are connected. Figure 7 depicts the graphs we obtain for the periods $T_1$, $T_2$ and $T_3$ extracted from Figure 6. The clique extraction problem is an NP-complete one. In our case, this is not an issue as the number of nodes (platforms) per period is very small, typically less than 20.

**Reorganization of the time periods.** From the example given above, it is clear that our algorithm generates overlapping time intervals and that the very same group of correlated platforms can be found in these overlapping periods. For instance, the correlated group consisting of platforms 1, 2 and 8 appears in period $T_1$ and also in period $T_2$ in Figure 7.

In the last step, we revisit the various groups obtained and, on a group by group basis, merge time intervals whenever the same group is found in two consecutive or overlapping periods. This eventually leads to the following time periods (Table 2) and groups for the preceding example.

**Table 2. Groups**

<table>
<thead>
<tr>
<th>Period</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>$[1, 4]$</td>
</tr>
<tr>
<td>$T_2$</td>
<td>$[1, 6]$</td>
</tr>
<tr>
<td>$T_3$</td>
<td>$[3, 6]$</td>
</tr>
<tr>
<td>$T_4$</td>
<td>$[4, 8]$</td>
</tr>
<tr>
<td>$G_1$</td>
<td>$(4, 7)$</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$(1, 2, 8)$</td>
</tr>
<tr>
<td>$G_3$</td>
<td>$(9, 10)$</td>
</tr>
<tr>
<td>$G_4$</td>
<td>$(1, 2, 5)$</td>
</tr>
</tbody>
</table>

**3.3 Root Cause Analysis and Hidden Correlations**

The most intuitive explanation behind the existence of correlated groups of platforms is that those platforms are targeted by the same tool, launched from a diverse set of sources in a loosely coordinated way. In that case, the same clusters(s) should be found on each platform of the group as being the root cause of the correlation of the platform time series. We could, therefore, simply search for the root causes on one platform per group.
However, as explained in [6], multi-headed worms could hit platform X with cluster 1 and platform Y with cluster 2. Therefore, we take the stance of not assuming a priori that the traces left by a given attack tool are the same on the platforms of a correlated group. We thus look for the root causes behind a correlation independently for each platform in a correlated group. This means that for a period of $T'$ days associated to a correlated group, we look, for each platform, for the set of cluster time series that are correlated with the platform time series. Here too, we use a sliding window as one can imagine that the platform time series are correlated due to two distinct and consecutive, or overlapping phenomena. Section 4.2 shows an example of such a situation found in our dataset.

The correlated group in Figure 5 (between day 31 and day 91) provides an illustration of when the attack tool leaves the same fingerprint on each platform of a correlated group. Indeed, our root cause analysis technique identifies three clusters numbered 15238, 15715 and 60231 on both platform 2 and platform 15 as the root causes behind the observed correlation. Figure 8 depicts the cluster time series over the corresponding interval. Table 3 summarizes the correlation values obtained between the different cluster time series for each pair of platform in the extended group of platforms formed by platforms \{2,15\}. As we can see, the correlation coefficients between those clusters are extremely high (greater than 0.85) in this period.

We can observe the highly synchronized behavior of the activities targeting the two platforms.

**Hidden Correlations.** The root cause analysis technique described above enables us to find a set of candidate clusters associated to each correlated group for each platform in that group. However, since we initially identify correlation based on the platform time series, it is possible that a tool targeted $x$ platforms but the effect of the tool is only strongly influencing a subset of $y < x$ platform time series (e.g. due to the activity of other local malwares). To uncover all possible hidden correlations, we check if all clusters identified as root causes for a period of $T''$ days for a correlated group are correlated with their siblings on the platforms that are not in the correlated group.
Table 3. Correlation coefficient between clusters

<table>
<thead>
<tr>
<th>cluster t.s</th>
<th>2</th>
<th>2</th>
<th>15</th>
<th>15</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>15238</td>
<td>1.0000</td>
<td>0.8521</td>
<td>0.8422</td>
<td>0.8916</td>
<td>0.8631</td>
</tr>
<tr>
<td>15715</td>
<td>0.8521</td>
<td>1.0000</td>
<td>0.9863</td>
<td>0.9248</td>
<td>0.9938</td>
</tr>
<tr>
<td>60231</td>
<td>0.8422</td>
<td>0.9863</td>
<td>1.0000</td>
<td>0.9260</td>
<td>0.9873</td>
</tr>
<tr>
<td>15238-15</td>
<td>0.8916</td>
<td>0.9248</td>
<td>0.9260</td>
<td>1.0000</td>
<td>0.9154</td>
</tr>
<tr>
<td>15715-15</td>
<td>0.8631</td>
<td>0.9938</td>
<td>0.9873</td>
<td>0.9154</td>
<td>1.0000</td>
</tr>
<tr>
<td>60231-15</td>
<td>0.8550</td>
<td>0.9908</td>
<td>0.9873</td>
<td>0.9121</td>
<td>0.9969</td>
</tr>
</tbody>
</table>

4 Results

We experimented our algorithms for a period of $T = 467$ days (15 months) and for 28 platforms, whose up time rate was above 90% for the considered period. Those 28 platforms are located in 15 different countries. We applied the methodology described in Section 3.2 to a large dataset. It enables us to confirm the existence of multi-headed attack tools, but it also leads to a better understanding of the specific behavior of other interesting classes of attack tools. A summary of these findings is presented hereafter.

4.1 Overview

For our specific dataset, we identified 28 groups involving 111 cluster time series before the hidden correlation identification phase and 130 cluster time series after that. The groups were found in 23 distinct periods, lasting between 30 and 117 days. Figure 9 provides the distribution of number of clusters per correlated group. We observe from Figure 9 that 18 out of 28 correlated groups (i.e., 64%) have been associated to more than one root cause. Table 4 lists all the clusters related to at least one correlated group. The first column contains the cluster id. The second column lists the corresponding ports sequences. If a cluster contacts two (resp. three) machines it will have two (resp. three) ports sequences separated by a comma. The last column indicates the number of groups that the cluster is involved in. Figure 10 shows the distribution of the size of correlated groups. We observe from Figure 10 that most of the groups have a small size: 90% of the groups have less than 7 platforms. This observation relates to the fact that malware attack processes are in general not uniform over the IP address space. The observed phenomena appear to be localized. This is confirmed by Figure 11 which shows that most phenomena target a single /8 network. However, we observe that 21 out of the 28 platforms are involved in at least one correlated group showing that these phenomena are visible all over the world. These 21 platforms are located in 13 (resp. 12) out of 15 countries (16 /8 networks).

4.2 Root Causes Analysis

Based on the nature of correlated groups, we classify them into four different families as follows: single root cause, variant signature attack tools, fingerprint worm, and multi-headed worm.
Single root cause. Table 5 presents all single root cause groups. They correspond to phenomena where a single, and always the same, cluster is the root cause of the correlation of platform time series. They could have been easily detected by computing the correlation (still using a sliding window approach) between all the cluster time series corresponding to the same cluster on each platform. This is in contrast with the multi-headed tools that require comparisons between cluster time series that do not correspond to the same clusters.

As an example, the top plot of Figure 12 represents the attacks corresponding to cluster number 170309 on two platforms 7 and 27 from day 194 to day 290 (group 7 in Table 5), targeting Symantec System Center Agent (SSC Agent) service on port 2967 TCP. As we can see, its cluster time series on these two platforms are almost the same. The bottom plot represents the highly correlated attacks on the same two platforms and also during the same period, but related to cluster 60231, targeting Virtual Networking Computing service on port 5900 TCP (group 6 in Table 5). The interesting thing is that the attacks of these two clusters are totally dissimilar. This shows the usefulness of the sliding window technique during the root cause identification phase. We can see other groups related to these 2 platforms around the same period. A more in-depth analysis
of these identified groups and clusters would reveal interesting findings, from a forensic point of view, highlighting relationships between phenomena which, otherwise, would have been studied isolated from each other. Instead, our grouping can help those in charge of attributing attacks to malicious actors, on the basis of their modus operandi.

**Variant signature attack tools.** Our clustering algorithm classifies sources into clusters on a basis of a set of attributes such as the number of packets sent by the sources to our platforms, the ports sequences, the number of virtual hosts contacted, etc. Not all attack tools have a deterministic behavior. Some may probe ports in a random order, a variable number of times, etc. As a result, traces left by such tools will appear in distinct clusters that will appear in correlated groups. Table 4 lists them with the value "Y" in

---

**Table 4. Cluster description**

<table>
<thead>
<tr>
<th>Cluster Id</th>
<th>Ports sequences</th>
<th>Number of groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>15611</td>
<td>ICMP</td>
<td>7</td>
</tr>
<tr>
<td>15715</td>
<td>1433T</td>
<td>6</td>
</tr>
<tr>
<td>17466</td>
<td>135T</td>
<td>5</td>
</tr>
<tr>
<td>14647</td>
<td>445T</td>
<td>4</td>
</tr>
<tr>
<td>60231</td>
<td>5900T</td>
<td>4</td>
</tr>
<tr>
<td>60943</td>
<td><em>ICMP, ICMP</em></td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>unclassified</td>
<td>3</td>
</tr>
<tr>
<td>17718</td>
<td>*ICMP</td>
<td>445T*</td>
</tr>
<tr>
<td>175309</td>
<td>2967T</td>
<td>3</td>
</tr>
<tr>
<td>15238</td>
<td>139T</td>
<td>2</td>
</tr>
<tr>
<td>15610</td>
<td>ICMP</td>
<td>2</td>
</tr>
<tr>
<td>54623</td>
<td>1025T</td>
<td>2</td>
</tr>
<tr>
<td>65710</td>
<td>1026U, 1026U, 1026U</td>
<td>2</td>
</tr>
<tr>
<td>75851</td>
<td>*ICMP</td>
<td>445T</td>
</tr>
<tr>
<td>75853</td>
<td>*ICMP</td>
<td>445T</td>
</tr>
<tr>
<td>136244</td>
<td>*ICMP</td>
<td>445T</td>
</tr>
<tr>
<td>136332</td>
<td>*ICMP</td>
<td>445T</td>
</tr>
<tr>
<td>17470</td>
<td>1026U</td>
<td>1</td>
</tr>
<tr>
<td>65862</td>
<td>1026U, 1026U</td>
<td>1</td>
</tr>
<tr>
<td>72377</td>
<td>1028U</td>
<td>1</td>
</tr>
<tr>
<td>76768</td>
<td>445T</td>
<td>5000T</td>
</tr>
<tr>
<td>81280</td>
<td>5900T, 5900T</td>
<td>1</td>
</tr>
<tr>
<td>145554</td>
<td>445T</td>
<td>5000T</td>
</tr>
<tr>
<td>147436</td>
<td>*ICMP</td>
<td>445T</td>
</tr>
<tr>
<td>147476</td>
<td>*ICMP</td>
<td>445T</td>
</tr>
<tr>
<td>150691</td>
<td>2967T, 2967T, 2967T</td>
<td>1</td>
</tr>
<tr>
<td>164629</td>
<td>2967T, 2967T</td>
<td>1</td>
</tr>
<tr>
<td>168772</td>
<td>1027U, 1028U, 1026U</td>
<td>1</td>
</tr>
<tr>
<td>171073</td>
<td>1027U, 1026U, 1028U</td>
<td>1</td>
</tr>
<tr>
<td>174163</td>
<td>1026U, 1028U, 1027U</td>
<td>1</td>
</tr>
</tbody>
</table>
the column labeled "Variant". In this specific dataset, we found two reasons for which clusters can be "splitted".

The first one is that they have contacted a different number of targets (marked Y(1) in Table 6). One cluster contacts only 1 honeypot and the other cluster contacts two honeypots. By our observation, two-honeypot-contacted clusters have a smaller number of sources than the one-honeypot-contacted clusters. It may be explained as follows: if one source randomly chooses its target in a network, the probability for it to hit only one of our machines is much higher than to hit two (or even three) of them. As an example, the left plot of Figure 13 represents the attacks of all cluster time series related to group 26 in Table 6. The middle plot of Figure 13 represents only the attacks of two clusters 15611 and 60943 on platform 5. Cluster 15611 contacts 1 honeypot and cluster 60943 contacts two honeypots.

The other case is that the attack tool sends different amount of packets each time it attacks our platform. These groups are marked 'Y(2)' in the "Variant" column. The right plot of Figure 13 represents the attacks of three clusters numbered 75851, 75853 and 136323 also on platform 5. The three clusters have the same ports sequence:
The difference resides in the number of packets sent by each source in these clusters.

**Fingerprint worm.** OS fingerprint is a well-known attack tactic. The idea is that before launching the attack, the attacker checks the type of target system it faces and then launches, or not, the appropriate attack. We have found worms that automatized this idea. We call them "Fingerprint worm". If a fingerprint worm learns that it is attacking a non-vulnerable host (w.r.t its attack model), it gives up. Since on our platforms, we deploy two kinds of virtual machines: Windows and Linux, the fingerprint worms will leave different traces on these two platforms. In terms of ports sequences, fingerprint worms may leave two different ports sequences on two kinds of virtual machines. One ports sequence may be the prefix of the other. We have found 5 cases of fingerprint worm in our dataset. They are presented in Table 6, with the value "Y" in the column "fingerprint". For instance, we plot 4 clusters numbered 75851, 75853, 136323, and 17718 of platform 5 from, again, group 26 (in Table 6) on Figure 14. The three clusters numbered 75851, 75853 and 136323 (resp. 17718) have the corresponding ports sequence $ICMP|445T|139T|445T|139T|445T$. Cluster 17718 is mostly observed on the Linux machine (296 sources). There are only 64 sources that

<table>
<thead>
<tr>
<th>group</th>
<th>platforms</th>
<th>root causes</th>
<th>start,end dates</th>
<th>Multi-headed</th>
<th>Fingerprint</th>
<th>Variant</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>5 13</td>
<td>15610 15611 17718 60943 75851 75853 136244 136323</td>
<td>52,119</td>
<td>Y</td>
<td>Y(1,2)</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5 13</td>
<td>15611 17718</td>
<td>157,194</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>27</td>
<td>0 14647 145554</td>
<td>316,364</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>10 21</td>
<td>14647 15611 76768</td>
<td>332,364</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>9 27</td>
<td>72377 168772 171073 174163</td>
<td>371,408</td>
<td>Y(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>24 26</td>
<td>15611 60943</td>
<td>419,452</td>
<td>Y(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>7 27</td>
<td>175309 164629</td>
<td>73,119</td>
<td>Y(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>8 11</td>
<td>17470 65862</td>
<td>156,202</td>
<td>Y(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>7 27</td>
<td>60231 81280</td>
<td>316,364</td>
<td>Y(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1 2 3 4 10 12 15 22 24 26</td>
<td>15611 60943</td>
<td>2,119</td>
<td>Y(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>6 8 10 17 22 24 26</td>
<td>150691 175309</td>
<td>56,91</td>
<td>Y(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>9 23</td>
<td>15611 65710</td>
<td>405,448</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>2 15</td>
<td>15238,15715,60231</td>
<td>31,91</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>2 15</td>
<td>14647 15238 15715 17466</td>
<td>245,286</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>6 8 17 22 26</td>
<td>15715 17466</td>
<td>253,286</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>5 13 28</td>
<td>15610 15611 17718 60943 75851 75853 136244 136323 147436 147476</td>
<td>120,156</td>
<td>Y</td>
<td>Y(1,2)</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>2 15</td>
<td>15715 17466 60231</td>
<td>163,194</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>7 8 27</td>
<td>54623 65710</td>
<td>214,245</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
sent packets to the other two windows machines. The three other clusters however, are only observed on the two windows machines (251 sources in total). The explanation is that since port 445TCP is closed on the Linux machine, the attack tool is ”intelligent enough” not to try port 139 TCP since it knows that the target is not vulnerable w.r.t its attacks. The fact that 64 sources have contacted the two Windows machines but have given up can probably be explained by packet losses, either in the network (e.g packet losses, firewall filters,etc..) or at the host (e.g congestion while launching too many scans in parallel). Here too, the identification of this class of attacks helps in understanding the threats on the Internet.

**Multi-headed attack tools.** As being mentioned before, attack tools belonging to the multi-headed family have different attack techniques, but each time they use only one of them against the victim. The services targeted are usually different. Table 6 indicates all the multi-headed groups we found. They have the “Y” value in the column labeled ”Multi-headed”. As an example, group 23 in Figure 8 consists of three clusters targeting Microsoft NetBios Service (port 139 TCP), Virtual Network Computing service (port 5900 TCP) and Microsoft SQL Server (port 1433 TCP). The coordinated attacks of these three clusters spanned from day 31 to day 91. The top plot of Figure 15 represents group 24. It consists of four clusters numbered 14647(port 445 TCP), 15238 (port 139 TCP), 15715 (port 1433 TCP) and 17466(135 TCP). Their time series on platforms 2 and 15 are highly correlated from day 246 to day 286. As a sanity check, we found very low correlation coefficient between these cluster time series when computing their
correlation coefficients over the whole period. For instance, the bottom plot of Figure 15 shows the dissimilitude of two cluster time series 17466 and 14647 on platform 2 from day 1 to day 245 (the interval just before the correlation). We could not have discovered this group if we had applied the algorithm for the whole period.

5 Conclusion

In this paper, we revisit the problem of discovering multi-headed worms mentioned in [6], but in the context of a larger dataset collected from a distributed honeypot network. Compared to the approach in [6] where correlation was investigated over the whole period of observation, our technique is able to look for correlation over smaller periods of time. To avoid comparing all possible cluster time series over different time windows, which is very costly, we worked around this issue by using filtered platform time series. Our expectation was that the phenomena we were looking for would be enough spatially and timely localized so as to be visible in the filtered platform time series over some periods of time. Applying our technique to a 15 month dataset, we are not only able to confirm the existence of multi-headed worms (on many places), but also bring to the community insight knowledge about worm behaviours. Besides that, the results obtained can also be used to improve our clustering algorithm. However, work remains to take full advantage of the obtained result in order to carry out a systematic analysis of the identified phenomena and to help in studying the so called attack attribution problem.
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Abstract. In this work we undertake the creation of a framework for testing the degree to which network intrusion detection systems (NIDS) detect and handle evasion attacks. Our prototype system, idsprobe, takes as input a packet trace and from it constructs a configurable set of variant traces that introduce different forms of ambiguities that can lead to evasions. Our test harness then uses these variant traces in either an offline configuration, in which the NIDS under test reads traffic from the traces directly, or a live setup, in which we employ replay technology to feed traffic over a physical network past a NIDS reading directly from a network interface, and to potentially live victim machines. Summary reports of the differences in NIDS output tell the analyst to what degree the NIDS’s results vary, reflecting sensitivities to (and possible detections of) different evasions. We demonstrate idsprobe using two popular open-source NIDSs and report on their respective abilities in dealing with evasive traffic.

1 Introduction

Network intrusion detection systems (NIDS) monitor network traffic for potential threats and successful exploits. However, such monitoring faces a fundamental problem: the traffic as observed by an intermediary such as a NIDS does not necessarily appear to the recipient in the same semantic terms. Instead, the recipient may either observe a different pattern of traffic or may impose an alternative interpretation on ambiguous traffic (such as two packets spanning the same sequence range in a TCP flow, but offering different payload bytes for that sequence). While attackers can actively exploit such ambiguities to confuse NIDS, ambiguities unfortunately also arise in traffic streams for benign reasons, requiring valuable analyst time for ascertaining whether the condition constitutes a threat.

Given the fundamental significance of evasion attacks for network intrusion detection, it is striking how little has been documented regarding the efficacy with which modern NIDS address the threat. Vendors publish extensive performance testing results regarding linespeed and breadth of attacks detected by a given system, but little information regarding its resilience to evasion. Because evasion constitutes a fundamental...
problem, however, for vendors to ignore it risks building a “house of cards”: their prod-
ucts increasingly provide more of an appearance of security than a reliable foundation.
Recently, third-party testing of NIDS products has begun to include an assessment of
evasion vulnerabilities [1]. This testing environment, however, is proprietary: it is not
available for inspection, modification and extension by others. In this work, we argue
that there is significant utility for the network security community at large to have an
easy-to-use, transparent, open-source environment for testing NIDS for resilience in the
presence of evasion.
To this end, we have designed and implemented a framework, termed idsprobe,
to facilitate the creation of evasion test-cases in a pluggable fashion, coupled with fully
automated testing of different NIDS on the resulting test-cases. In the next section,
we describe the requirements that guided our system development. In §3 we present
the architecture of the overall framework, and in §4 some initial experimental results
obtained with using it. We discuss related work in §5 and offer final thoughts as well
as a look at important future work in §6.

2 Requirements

For our evasion-testing environment we consider two sets of requirements: creating test
cases, and then applying those test cases to evaluate a given NIDS.
For the former, we have the following considerations. First, the framework should
support both trace-based test cases and live network operation. Trace-based test cases
offer very large advantages in terms of repeatability, portability, and ease of inspec-
tion and verification of correctness. However, some forms of evasion testing require
live testing. These include: (i) NIDS that gain information from end systems [2,3,4];
(ii) NIDS that employ some form of traffic modification to remove ambiguities to pre-
vent evasions from exploiting them [5,6]; and (iii) evasion attacks that rely on resource
exhaustion thus causing it to drop packets and consequently miss an attack. Second,
the framework needs to accommodate elementary and modular traffic transformations
across the relevant layers of the protocol stack. For example, a single test case might
include network-layer (e.g., fragmentation), transport-layer (e.g., ambiguous TCP re-
transmissions) and application-layer (e.g., ambiguous HTTP character encoding) eva-
sions all together.
To use the resulting test cases for evaluating a NIDS, we desire the following. First,
reusability of the generated test traces for live testing. On-the-fly introduction of evasive
actions to live traffic is complicated by the fact that it requires selectiveness as well as
careful sequencing. The ability to leverage input traces containing ready-made evasions
in live environments both reduces effort and improves reliability. Second, automation of
the process of executing the NIDS and capturing its full set of outputs, including sum-
maries of differences among individual runs. Finally, suitable postprocessors to inspect
these differences to highlight patterns corresponding to susceptibility to or thwarting
of evasion attempts, particularly to shed light on architectural issues reflected in the
results (such as whether a given NIDS lacks sufficient state).
3 Framework Architecture

Figure 1 illustrates the current architecture of the idsprobe framework, which accommodates both offline and live testing.

3.1 Overview

For simplicity, we limit the presentation of the framework to reflect a single set of related test cases. The process begins with a single, non-evasive trace which contains some attribute, such as a particular payload string in a particular context, for which we can configure a NIDS to detect its presence. We then repeatedly apply a series of transformation profiles to copies of this trace to yield a set of variants, each of which reflects a particular potential evasion. After generating these traces, we then employ a “test harness” to run a set of NIDS-under-test against the traces (including the original, unmodified trace), capturing their outputs, from which we then construct a set of reports summarizing the NIDS’s behavior in the presence of different evasions.

3.2 Test Case Generation

To support modularity, we encapsulate a set of elementary transformations in scripts that can be individually invoked and then subsequently composed. Each script takes as input (from a file or stdin) a libpcap trace and produces as output a new trace (to a given output file or stdout). In addition, the idsprobe framework transparently manages any temporary storage a script requires to perform the transformation, which facilitates chained application of transformations.

We currently provide tools for the following transformations:

Application layer. We support rewriting of application-layer contents using the framework developed in our previous work [7] built upon the Bro intrusion detection system [8]. This framework allows application-level specification of trace transformations that are then reflected down to the transport layer (adjustment of sequence
numbers, checksums, and acknowledgments) and network layer (repacketization where required).

**Transport layer.** This level currently supports adjustment of relevant header control bits, payload modifications, and adjustment of checksums. We implement these using plug-ins for Netdude [9].

**Network layer.** Our current support for network-layer modifications—also based on Netdude plug-ins—comprises modification of arbitrary header fields, duplication/insertion/removal of individual packets, IP fragmentation, and checksum correction.

**Trace file manipulation.** We provide additional plug-ins to (i) adjust packet timestamps in trace files, (ii) correct the flow of time (sort packets with non-monotonic timestamps), and (iii) recombine multiple sets of packets/traces into a single trace file.

We emphasize that the scripting interface to the transformation tools can readily accommodate other tools that can provide trace manipulation at different semantic levels.

Finally, we also note a somewhat subtle point regarding composition of different evasions: multiple types of evasions need to be applied “top down” in terms of network protocol layering. That is, we must first apply application-layer transformations, then transport-layer ones, and finally those operating at the network-layer. The reason for this is that tools that manipulate one layer generally assume that the lower layer is unambiguous (and thus the tool is free to rewrite it accordingly).

### 3.3 Offline Evasion Testing

Once a set of test traces have been generated, the idsprobe framework then enables automated assessment of a number of NIDS against the suite. Adding a NIDS is a simple process: all that is required is to provide a shell script that will invoke the NIDS given a number of environment variables including, among others, the trace file to be analyzed. The test harness then invokes the script repeatedly to execute the NIDS across each of the traces in the variant set, storing the generated files separately. After execution, idsprobe invokes diff-based file-differencing to determine the degree to which the NIDS’s behavior changed for given variants. Once differenced, the results currently require manual inspection to assess their significance.

### 3.4 Live Evasion Testing

As mentioned in Section 2, some forms of evasion testing require live tests. To facilitate these, we extended the idsprobe framework to function in live environments, while allowing us to re-use the evasive test traces generated for offline testing whenever possible. Three components, connected via a physical link, facilitate live testing: (i) a traffic generator, which establishes connections to the victim machine(s) and drives the data exchange; (ii) a NIDS installation which monitors the link; and (iii) a virtual target network which hosts the victim machines, responding to the traffic sent by the traffic generator.

The key challenge for the traffic generator is enabling re-use of the existing test traces. Our approach is to replay traces adaptively, relying on the causality of exchanged
application data units (ADUs) at the application level and to ignore the actual content of the responder’s ADUs, while patching up the sequence and acknowledgement numbers in the input trace’s packets to keep the TCP exchange working. We used the scapy packet processing tool [10] to build this replay functionality.

We used honeyd [11] to realize the virtual target network. honeyd provides the major benefits of allowing easy adjustment of the network topology (for example in order to introduce additional routers for reachability evasions relying on the IP TTL field), while providing flexible victim responder configurations, ranging from simple shell scripts to forwarding to live external systems via honeyd’s subsystem mechanism.

4 Initial Experimental Results

As a preliminary evaluation of the idsprobe framework, we developed an initial set of 10 different types of test cases. We evaluated each against the Snort [12] (version 2.6.1.4) and Bro [8] (version 1.2.1) NIDSs.

4.1 Test Cases

In all test cases, we use a set of traces of entire, full-packet TCP connections. Each contains a single HTTP request with lengths ranging from 8 to 256 bytes, and a corresponding HTTP response. The main objective is to determine whether the NIDS under test can match a signature (not necessarily of an attack) that we know is present in the generated, evasive traffic, while also checking for any signs of evasion or other unusual activity that the NIDS might signal. idsprobe automatically generated 196 test traces based on 5 input traces. Table 1 shows the sets of transformations.

4.2 NIDS Configurations

For the Bro NIDS, we used its default configuration settings. We instructed it to monitor all TCP traffic (-f tcp) and loaded the mt, frag, and signatures analyzers. We configured signatures for the HTTP requests in the input traces, with each signature matching exactly one of the HTTP requests. For Snort, we removed the large list of signature file include directives, since none of the listed rule sets were actually included in the Snort distribution, verified that the frag3 and stream4 preprocessors were enabled, and that evasion-related alerts would be generated.

4.3 Findings

Output of idsprobe-generated traces. Table 2 summarizes our findings based on the idsprobe-generated evasive packet traces. Overall, Bro and Snort performed similarly as far as signature detection is concerned. They differ, however, in the amount of detail delivered in addition to the relevant alerts. After excluding from file-differencing Bro’s .state directories (which remain empty) and Snort’s tcpdump log files, the total amount of difference in Bro’s output amounts to 1,665 lines, as opposed to 17,018 for
Table 1. Test cases used for evaluating idsprobe

- **TC1** A single, consistent, and immediate retransmission 1 μsec after the original of a TCP segment carrying the signature-bearing application-layer payload. This test case checks whether the NIDS performs a simple form of TCP stream reassembly correctly.

- **TC2** Like TC1, but the retransmission consists of only part of the original TCP segment. We retransmit a right-aligned part of the original segment with correct checksum and sequence number. This constellation likewise presents neither threat nor ambiguity.

- **TC3** Like TC1, but we change the TCP payload on the first (subtest TC3a) or the second (subtest TC3b) variant of the duplicated packet, respectively, without any checksum corrections. This test does not pose any actual ambiguity.

- **TC4** Like TC3, except now the checksums are corrected. Our payload modification is careless, thus leading to a different checksum value. This test case represents the first truly ambiguous traffic. The NIDS needs to decide which version of the byte stream to analyze, and ideally should note the inconsistency.

- **TC5** Like TC4, but we change the TCP payload carefully, leaving the checksum unchanged. We achieve this by swapping 16-bit fields, though one could derive more complex modifications due to the incremental nature of the checksumming algorithm. As with TC3, this presents a real ambiguity, requiring the NIDS to compare the actual payloads.

- **TC6** We duplicate one of the IP datagrams in the TCP flow, setting its IP fragment offset to a non-zero offset value (adjusting the IP header checksum to reflect the change) on the first (subtest TC6a) or second (subtest TC6b) variant, respectively. This test case creates an ambiguous, malformed fragment.

- **TC7** We duplicate one of the IP datagrams in the TCP flow and set its IP TTL value to a number of different values (again with header checksum updated) on the first (subtest TC7a) or second (subtest TC7b) variant, respectively. This test case does not introduce a serious ambiguity but can confuse NIDS evasion detection that examines TTL values for anomalies.

- **TC8** We consistently fragment one of the IP datagrams in the TCP flow carrying the signature-bearing payload, using various different fragment sizes. This test case tests whether the NIDS correctly processes well-formed fragments.

- **TC9** Like TC8, but we duplicate one of the fragments, and alter its payload in the first (subtest TC8a) or second (subtest TC8b) variant, respectively. The alteration is again careless, i.e., reassembly of the datagram using the modified payload leads to an incorrect TCP checksum for the full datagram.

- **TC10** Like TC9, but with a careful payload alteration, i.e., reassembly of the datagram using the modified payload leaves the TCP checksum unchanged. Figures 2 and 3 present the workings of TC10 in detail.

Snort. Ignoring Snort’s verbose summary output reported on **stdout** and **stderr** reduced the differential data volume to 1,329 lines.

In TC2, Snort erroneously reported a TCP checksum change on a retransmission, where in fact no divergent payload was transferred. In the event of careful payload alterations that do not affect the TCP checksum (TC5/TC10), however, Snort fails to notice the (rather likely) evasion attempt. Bro handled both cases correctly, remaining silent on the former but alerting on the latter case. Snort also generated a total of 60 potential evasive TCP FIN detections in 4 of the test cases. A number of the values reported in these alerts are nonsensical, such as IP TTL values of 240, IP ToS fields with values
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Fig. 2. tcpdump output for relevant packet from the TC10 input trace. A single TCP segment contains the relevant application-layer content, “GET /labcdef”.

Fig. 3. tcpdump output of resulting packet TC10 evasive traffic. The TCP segment shown in Figure 2 has its application-layer content rewritten, fragmented into 24 8-byte fragments, with a duplicate fragment with the original TCP stream content inserted after the third fragment. The sensitive payload is now spread across three IP datagrams. The payload variation preserves the TCP checksum’s validity. Finally, idsprobe patches the packet timestamps to preserve chronological ordering.

Table 2. Bro’s vs. Snort’s results on 10 test cases generated by idsprobe. The first line per NIDS summarizes signature detection, the second reports evasion-related alerts or messages. The numbers reflect the following: ➀ “RetransmissionInconsistency”. ➁ “WeirdActivity” of type “fragment_inconsistency”. ➂ Bad checksums in weird.log. ➃ “WeirdActivity” of type “excessively_small_fragment” for fragments of 32 bytes or less. ➄ “Possible evasive FIN detection” with nonsensical parameters. ➅ “TCP checksum changed on retransmission”. ➆ “Fragmentation overlap”.

<table>
<thead>
<tr>
<th>Output</th>
<th>TC1</th>
<th>TC2</th>
<th>TC3a/b</th>
<th>TC4a/b</th>
<th>TC5a/b</th>
<th>TC6a/b</th>
<th>TC7a/b</th>
<th>TC8</th>
<th>TC9a/b</th>
<th>TC10a/b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bro</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓</td>
<td>✗</td>
<td>✓✓</td>
</tr>
<tr>
<td>Sig. match</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓</td>
<td>✗</td>
<td>✓✓</td>
</tr>
<tr>
<td>Evasion</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
</tr>
<tr>
<td>Snort</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓</td>
<td>✗</td>
<td>✓✓</td>
</tr>
<tr>
<td>Sig. match</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓</td>
<td>✗</td>
<td>✓✓</td>
</tr>
<tr>
<td>Evasion</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
<td>➀</td>
</tr>
</tbody>
</table>

0x10, and IP IDs of 0. None of these values exist in the FIN packets in question; in addition, none of the traces actually reflects an ambiguous TCP FIN packet.

Bro correctly reports TCP retransmission inconsistencies, IP fragment inconsistencies, the presence of bad checksums, and the presence of excessively small IP
fragments. For Snort, the only correct evasion-related output concerns IP fragmentation overlap.

During the course of our work, new releases of Snort appeared. We experimented with the latest release available, Snort version 2.8.0.1, to see how its behavior might have changed. The erroneous evasive FIN alerts have been repaired. However, the new stream reassembly module stream5 introduced new issues: a partially overlapping retransmission (shown in Figure 4) is not reported, while Snort 2.6.1.4 did report a changed TCP checksum on the retransmission.

Output after long-term operation. To better understand the usability of evasion/anomaly-related events reported by different IDSs, we ran Bro 1.2.1 along with Snort 2.6.1.4 and 2.8.0.1 on a 24-hour, 21 GB trace recorded at ICSI on 16 March 2007. The NIDSs were not configured to detect attacks, but only to report anomalous or potentially evasive activity.

Table 3 summarizes our findings. The absence of consensus in the reported events is striking, particularly between Bro and the Snort versions, but to a lesser degree even between two different Snort releases. TCP SYNs with payload data seem a rare case where there is near-consensus, with the three NIDSs reporting 460, 458, and 461 instances, respectively. Bro reports a single retransmission inconsistency (which we have verified to be correct, but it does not reflect a malicious evasion). Snort 2.6 reports this as one of 36,873 “possible EVASIVE RST detection” events, and Snort 2.8 as 3 of the 5 “Data sent on stream after TCP Reset” events recorded. For the 22,137 flow reassembly issues reported by Bro (“ContentGap” and “AckAboveHole”), which have direct significance for content-based analysis, there is no apparent corresponding alert in either of the Snort logs. These events account for the main reason why Snort 2.8 reports fewer events than Bro, whose output volume is almost an order of magnitude below Snort 2.6’s.

5 Related Work

The fundamental problem of NIDS evasion was first framed in the seminal paper by Ptacek and Newsham [13]. Aspects of the problem also appear in the discussion of the Bro system [8], particularly in the context of inconsistent TCP retransmissions. In response to the threat of evasion, researchers have developed several types of countermeasures,

---

1 Even that is not the best description of the problem, since IP fragments can overlap for rare-but-benign reasons. Better would be to highlight that the overlap is inconsistent.
Table 3. Aggregate summaries of anomalies and evasion-related events reported by the NIDSs under test, on the 24h ICSI trace.

<table>
<thead>
<tr>
<th>BRO 1.2</th>
<th>SNORT 2.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>14,591 ContentGap</td>
<td>161,862 possible EVASIVE FIN detection</td>
</tr>
<tr>
<td>7,546 AckAboveHole</td>
<td>36,873 possible EVASIVE RST detection</td>
</tr>
<tr>
<td>2,249 window_recision</td>
<td>27,384 TCP CHECKSUM CHANGED ON RETRANSMISSION</td>
</tr>
<tr>
<td>735 bad_TCP_checksum</td>
<td>1,933 Possible RETRANSMISSION detection</td>
</tr>
<tr>
<td>460 SYN_with_data</td>
<td>458 DATA ON SYN detection</td>
</tr>
<tr>
<td>311 possible_split_routing</td>
<td>67 WARNING: ICMP Original IP Header Truncated!</td>
</tr>
<tr>
<td>290 data_before_established</td>
<td>30 WARNING: TCP Data Offset is less than 5!</td>
</tr>
<tr>
<td>98 bad_ICMP_checksum</td>
<td>18 Truncated Tcp Options</td>
</tr>
<tr>
<td>85 above_hole_data_without_any acks</td>
<td>12 Experimental Tcp Options found</td>
</tr>
<tr>
<td>35 connection_originator_SYN_ack</td>
<td>2 Tcp Options found with bad lengths</td>
</tr>
<tr>
<td>30 bad_TCP_header_len</td>
<td>1 WARNING: ICMP Original IP Fragmented and Offset Not 0!</td>
</tr>
<tr>
<td>18 inappropriate_FIN</td>
<td>228,640</td>
</tr>
<tr>
<td>15 SYN_seq_jump</td>
<td></td>
</tr>
<tr>
<td>15 premature_connection_reuse</td>
<td></td>
</tr>
<tr>
<td>9 active_connection_reuse</td>
<td></td>
</tr>
<tr>
<td>8 data_after_reset</td>
<td></td>
</tr>
<tr>
<td>3 SYN_inside_connection</td>
<td></td>
</tr>
<tr>
<td>3 SYN_after_reset</td>
<td></td>
</tr>
<tr>
<td>3 bad_SYN_ack</td>
<td></td>
</tr>
<tr>
<td>2 TCP_christmas</td>
<td></td>
</tr>
<tr>
<td>1 RetransmissionInconsistency</td>
<td></td>
</tr>
<tr>
<td>1 FIN_advanced_last_seq</td>
<td></td>
</tr>
<tr>
<td>1 bad_UDP_checksum</td>
<td></td>
</tr>
<tr>
<td>26,509</td>
<td></td>
</tr>
<tr>
<td>8,305</td>
<td></td>
</tr>
</tbody>
</table>

241 bad_TCP_checksum
807 Bad segment, adjusted size <= 0
461 Data on SYN packet
67 WARNING: ICMP Original IP Header Truncated!
30 WARNING: TCP Data Offset is less than 5!
18 Truncated Tcp Options
12 Experimental Tcp Options found
5 Data sent on stream after TCP Reset
2 Tcp Options found with bad lengths
1 WARNING: ICMP Original IP Fragmented and Offset Not 0!

4,844 TCP Timestamp is outside of PAWS window
2,058 Data sent on stream not accepting data
807 Bad segment, adjusted size <= 0
461 Data on SYN packet
67 WARNING: ICMP Original IP Header Truncated!
30 WARNING: TCP Data Offset is less than 5!
18 Truncated Tcp Options
12 Experimental Tcp Options found
5 Data sent on stream after TCP Reset
2 Tcp Options found with bad lengths
1 WARNING: ICMP Original IP Fragmented and Offset Not 0!

8,305
such as traffic normalization [5,6], active mapping [2], passive fingerprinting [4], and the use of host-based context [3].

Several tools have been developed for testing NIDS for vulnerabilities to evasion. Fragrouter\(^2\) implements some network-layer evasions based on IP fragmentation. Unlike our framework, it modifies live traffic only. The libwhisker\(^3\) library provides basic functionality for testing HTTP implementations. Nikto\(^4\) leverages the library, adding HTTP content obfuscation techniques. Both tools primarily target live-traffic operation.

Regarding systematic evaluation of NIDS in the presence of possible evasions, Vigna and colleagues present a framework for NIDS testing based on traffic transformation [14]. Rather than testing the NIDSs’ awareness of evasion, they emphasize evaluating the robustness of individual signatures used by such NIDSs. Their system takes as input an attack trace, to which it applies semantically invariant transformations and then monitors for changes in the alerts generated by the NIDSs. Similarly, Rubin et al. developed a framework to facilitate traffic transformations on different network layers [15], again aiming to produce variants of a specific attack. Marty [16] similarly proposed a platform for subjecting NIDS to automatically generated variations of attack traffic. His system exclusively operates on live traffic.

In contrast to these efforts, our framework does not assume the existence of an attack, but instead determines the general effects of traffic transformations. This allows us to separate the NIDS’s specific attack detection logic from its architectural analysis limitations. In addition, the work of Rubin et al. develops a formal model of possible transformations, which allows them to exhaustively test a NIDS against attack variants. Our work, on the other hand, aims to facilitate a public, open-source effort for developing NIDS evasion test suites, with a related emphasis for our framework on modularity and a plug-in architecture.

6 Discussion and Future Work

The idsprobe framework does not attempt to provide “turnkey” evaluation of NIDS evasion vulnerabilities. Rather, our aim is to provide the means for an experienced assessor to more readily construct good test cases, and more efficiently apply those test cases in a repeatable fashion across a set of NIDS under consideration. We also do not strive to ourselves provide a comprehensive set of evasion tests; rather, we aim to facilitate that others can collectively work towards such a goal. These considerations motivate our open-source, modular/plug-in approach.

The focus of our future work is to devise methodologies for assessing live-traffic evasions based on overloading NIDS resources and to assess the efficacy of on-line anti-evasion technology.


\(^3\) [http://www.wiretrip.net/rfp/libwhisker/](http://www.wiretrip.net/rfp/libwhisker/)

\(^4\) [http://www.cirt.net/code/nikto.shtml](http://www.cirt.net/code/nikto.shtml)
7 Summary

We have designed and implemented the idsprobe framework to facilitate the creation of offline as well as live evasion test-cases in a pluggable fashion, coupled with fully automated testing of different NIDS on the resulting test-cases. We aim for the system to encourage extension and broad use by the community, and to this end will provide the software to others upon request, and ultimately aim to maintain it in as a public open-source resource.
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